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Summary 

Time-averaging restraints in molecular dynamics simulations were introduced to account for the averag- 
ing implicit in spectroscopic data. Space- or molecule-averaging restraints have been used to overcome 
the fact that not all molecular conformations can be visited during the finite time of a simulation of a 
single molecule. In this work we address the issue of using the correct Boltzmann weighting for each 
member of an ensemble, both in time and in space. It is shown that the molecular- or space-averaging 
method is simple in theory, but requires a priori knowledge of the behaviour of a system. This is 
illustrated using a five-atom model system and the small cyclic peptide analogue somatostatin. When 
different molecular conformers that are separated by energy barriers insurmountable on the time scale 
of a simulation contribute significantly to a measured NOE intensity, the use of space- or molecule- 
averaged distance restraints yields a more appropriate description of the measured data than conven- 
tional single-molecule refinement with or without application of time averaging. 

I n t r o d u c t i o n  

The data measured in an N M R  experiment is an aver- 
age over time and space, the acquisition time and the 
different conformers that are assumed by the molecules in 
the sample during that time. Therefore, the measured 
data often cannot be matched by a single conformation. 
The distribution o f  conformers in time and space follows 
Boltzmann's law: 

N a e -(Ea -TSa)/kBT 

- - :  (1) N ~ e  -(E" -TSa)]kBT 
a 

where the conformer a is characterized by an energy E a 
and an entropy Sa. kB is Boltzmann's constant and T is 
the temperature. 

In a molecular dynamics trajectory, the conformations 
occur with a relative probability that is given by the 
Boltzmann distribution. Averaging over a sufficiently long 
trajectory, therefore, gives a correct picture of  the averag- 

ing in the experiment. This fact is used by the time-aver- 
aging methods in structure refinement, like the use of  
time-averaging distance restraints (Torda et al., 1989, 
1990) and time-averaging J-coupling constant restraints 
(Torda et al., 1993). These simple averaging methods, 
however, rely on the assumption that, during the simula- 
tion, the molecule will visit all conformers which contrib- 
ute to the measurement. Unfortunately, simulations are 
of  a finite length and barriers which are readily crossed 
on the N M R  time scale may be insurmountable on the 
simulation time scale (typically a nanosecond). 

A possible alternative to averaging over time is to 
average over a set of  conformations that exists simulta- 
neously (Scheek et al., 1991; Kemmink et al., 1993; 
Bonvin et al., 1994; Mierke et al., 1994). To match the 
averaging process in the experiment, this set has to be a 
Boltzmann-weighted ensemble of  conformations, with the 
probability of  finding conformer a given by the Boltz- 
mann distribution (Eq. 1) (Van Gunsteren et al., 1994). 

In an ideal situation, this requirement can be fulfilled 
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by simultaneously running a (very) large number of MD 
trajectories starting from random conformations of the 
same molecule and by averaging over a snapshot of all 
trajectories at the same time. In this context, an ideal 
situation means that the trajectories are run sufficiently 
long to produce a Boltzmann-weighted ensemble in time 
and that, starting from any conformation, the entire 
phase space must be accessible. If this is not true, and 
some areas of the potential energy hypersurface can only 
be accessed from some particular starting points, then the 
set of conformations obtained by a snapshot of all trajec- 
tories is not Boltzmann distributed. Whereas the confor- 
mations within each single trajectory are still Boltzmann 
distributed, the trajectory does not cover the whole hyper- 
surface and the snapshot contains conformations with 
probabilities that do not correspond to a Boltzmann 
distribution. This situation is always found if high-energy 
barriers separate different low-energy regions of the po- 
tential energy hypersurface. It is this situation that the 
present study will focus on. 

Theory 

Neglecting the influence of angular fluctuations (Tropp, 
1980), the space or molecule average at time t of the 
distance rij between nuclei i and j that determines the 
NOE intensity, denoted by angle brackets, can be defined 
a s :  

[ Ne -]-l/q 

(rij(t))- ~a~__lpa (t)rij.a (t) q] (2) 

where q is some integer, rij,. = Iri..(t ) -rj,.(t)t is the distance 
between atoms i and j in molecule c~ and p~ is the prob- 
ability of a conformation or molecule c~ in the ensemble 
of N e conformations or molecules at time t, which is 
given by the Boltzmann distribution: 

e-E(r(x(t))/kaX 

Pa(t) = No (3) 
E e  E(rcc(t))/kBT 

ct'=l 

in which E(r~(t))=Vphys(rc~(t)) is the potential energy of 
molecule a containing N atoms in the conformation r~ - 
(rL~,r 2 ....... rN.~) as calculated by a molecular interaction 
function Vphy s at each time step t of the simulation. In this 
and previous work, we have set q = 3 in Eq. 2. This is 
valid when the simulation is short relative to the correla- 
tion time of angular fluctuations. Averaging over space, 
however, may be equivalent to a longer simulation, where 
angular fluctuations cannot be ignored. In this situation, 
one should set q=6  in Eq. 2. The space- or molecule- 
averaged distances could then be used to define a distance 
restraining term in the potential energy function (Van 
Gunsteren et al., 1984): 

Z Var ((rij(t))) 
NOE pairs (i,j) 

(4) 

with (Van Gunsteren et al., 1985): 

Vdr ((rij(t))) = 

0 
1 dr 0 2 7k [(rij(t))- rij ] 

kd~ [(rij (t))- ri~ - ~-~l Ar 

(rij(t))< ri~ 

ri~ <(rij(t)) < ri~ +Ar 

ri~ +Ar<(rij(t)) (5) 

which is harmonic between r~ and r~ + Ar and linear be- 
yond the latter distance. The force on atom i exerted by 
atom j in molecule ~ resulting from Eq. 5 is: 

Fid;a_ - O3Vdr((rij))= s a(rij) Or j,  (6) 
ari.o a(ri ) ari ,o ari,  

Treating the probability p~ as a parameter that adiabatic- 
ally follows the variation in r through Eq. 3, the deriva- 
tive of the molecule-averaged distance (Eq. 2), which is 
the second factor in Eq. 6, becomes: 

~(rij) = [N~ r.sq, -(q+l)/q -q-I I ( r i j ) l  q+l 

~rij,a i p'~ J'~ p~rij'~ =P~[_ri).~J 
(7) 

As in time-averaging restrained refinement (Torda et al., 
1989,1990), the (q + 1)th power in Eq. 7 causes large fluc- 
tuations in the forces, which can be avoided by using the 
approximation in analogy to time-averaging refinement: 

=p~ (8) 
oBrij,a 

The Lagrangian L for the system of N e identical mol- 
ecules, each containing N atoms, becomes: 

N e N f d - .  N2 _NoZ 
o~=1 i=l \ r ~=1 pet Vphys (rot) 

- 2 V r((rij)) 
NOE pairs(i,j) 

(9) 

The coordinates of atom i in molecule ~ are indicated by 
ri, ~ and the set of all atomic coordinates of molecule a by 
r a = (rl,cor 2 . . . . . . .  rN,c~ ). Treating the probability p~ defined by 
Eq. 3 as a parameter, the Lagrangian equations of mo- 
tion for atom i in molecule ~ become: 

d 2 ri,c~ 0Vphys (rc~) OVdr ((raj))(10) 
pami dt: - - P "  0ri. ~ ~ 0ria NOE pairs in- 

volving atom i 

Using the approximation of Eq. 8 in Eq. 6, the equations 
of motion become: 
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d2ri'~ = F phys F "dr (1 1) 
mi dt 2 "i,a + l,ct 

with the distance restraining force on atom i of molecule 
tx given by: 

Ff.~= Y~ ~)Vor ((r,j)) ~)rij,~ (12) 
NOE pairs in- ~)(rij) c)ri.(, 
volving atom i 

TABLE 1 
RESTRAINED C-C DISTANCES IN AN SD SIMULATION OF 
PENTANE 

Atom pair (i,j) for Restraining value Distance (@ (A) 
distance restraining r~j (A) (weighted average)" 

C 1 -C4 3.80 3.20 
C2-C5 3.20 3.80 
C1-C5 4.40 4.89 

" The values are for an equilibrium mixture of conformers. 

Because the contribution of each ensemble member 
depends strongly on its instantaneous energy E(r~(t))= 
Vphys(r~(t)) (Eq. 3), it may show large fluctuations over 
very short periods of time. These would be instantaneous- 
ly reflected in the calculated average distance. In practice, 
one is not interested in these short-time fluctuations, so 
a mean energy can be used, calculated for each molecule 
averaged over parts of the trajectory. This was done using 
the expression given in Eq. 13: 

t 

--tE~ = ['~E(1 - e-t#E )] -l I e-t'#E E(r~ (t - t'))dt ' (13) 
0 

instead of E(r~(t)) in Eq. 3, where xz gives the characteris- 
tic time for the exponential decay used in the averaging 
of the energy. This value need only be large enough to 
remove the worst fluctuations in the calculated energy. 

If one wishes to take advantage of the history of a 
simulation for averaging distances through time as well as 
space, this is now simply done by using the following 
expression in Eqs. 4, 5 and 9-12 instead of (rij(t)): 

~ij)t = [Zdr(l_e_t/qr)]-i Ie-t'#dr(rij(t-t'))-q0 dt'/-'/q (14) 

where "~dr is the characteristic time used for the exponen- 
tial decay of the memory function used in averaging over 
distances, which has the same form as in previous work 
(Torda et al., 1990,1993) using only time averaging. In 
Eq. 14, q = 3 should be used. Because (rij(t)) is the space- 
averaged distance, Eq. 14 provides the machinery for 
combined time and space averaging. 

Thrl0 ~ Lys 9 

o -AMPA l 

N Phe ~ D-Trp8 

M e t h o d s  

All simulations were performed using the stochastic dy- 
namics algorithm (Van Gunsteren and Berendsen, 1988) 
and the GROMOS suite of programs with the GROMOS 
force field (Van Gunsteren and Berendsen, 1987) using 
the 37D4 parameter set for in vacuo simulations. The 
friction coefficient Yi for each atom was set to ~/i = o~i '~ with 
7=20 ps 1, where the atomic solvent-accessible surface 
area m i is approximately calculated as proposed by Shi 
Yun-yu et al. (1988) and updated every 500 steps. The 
system was weakly coupled (~  = 0.1 ps) to a heat bath at 
300 K (Berendsen et al., 1984) and the SHAKE algorithm 
was used to constrain bond lengths with a geometrical 
precision of 10 -4 (Ryckaert et al., 1977). No cutoffs were 
used for long-range interactions. 

A first series of test calculations with a weighted space 
average over Ne=3 molecules was carried out using a 
modified united atom pentane molecule as a model. The 
force field parameters of 'normal'  pentane were changed in 
order to mimic the presence of high-energy barriers, which 
require the use of the space-averaging approach. For this 
purpose, the force constant for the C1-C2-C3-C4 torsional 
angle potential energy term was increased from 5.8576 
kJ mol q to 50.0 kJ mol 1; the C2-C3-C4-C5 torsional angle 
force constant, however, was retained. This resulted in 
three classes of conformations that could and did not con- 
vert into each other during the simulation: class 1, with a 
C1-C2-C3-C4 torsional angle of 180 ~ and classes 2 and 3 
with this angle being 60 ~ and -60 ~ , respectively. The dis- 
tance restraints used for this five-atom model were arbi- 
trarily chosen C-C distances. They are different from those 

~.,~CO~ 
@ 

o-AMPA 
(o-aminomethylphenylacetic acid) 

Fig. 1. Cyclic peptide analogue 1 of somatostatin (Van der Elst et al., 1987; Pepermans et al., 1988). 
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Fig. 2. Conformer probability (upper three rows) and distance violation (lower row) during simulations of pentane using different types of distance 
restraining. Each plot shows the calculated relative Boltzmann probability of one contributing pentane conformer as a function of time during 
a stochastic dynamics simulation using molecule-averaging distance restraints (N~ = 3). Upper: C1-C2-C3-C4 torsional angle = 180~ middle: 60~ 
lower: -60 ~ From left to right: (a) without time averaging of the potential energy (rE=0 ps, %,=0 ps); (b) with time averaging of the potential 
energy (rE = 2 ps, %, = 0 ps); (C) combined molecule- and time-averaging distance restraining (rE = rdr = 5 ps).  

calculated as a weighted average from the molecular geom- 
etries for an equilibrium mixture of  conformers (Table 1). 
Both upper and lower distance restraint bounds were set 
to the same value. A force constant of  k dr=20 kJmol - '  
/k -2 was used for the restraining force, which allows viol- 
ations of  up to 0.5 A at room temperature. A time step 
o f  0.002 ps was used in the integrator and the overall 
simulation time was 200 ps for all simulations with this 
model. The contributions of  the ensemble members were 
calculated by using either instantaneous energies (Eq. 3), 

energies averaged with a characteristic decay time ZE of  2 
ps (Eq. 13), or combined space and time averaging with 
characteristic decay times XE and Xdr of  5 ps (Eq. 14). 

As a more realistic test case for simulations using com- 
bined space- and time-averaging distance restraints, the 
cyclic peptide analogue 1 (Van der Elst et al., 1987) of  
somatostatin was used. The nomenclature and numbering 
adopted here have been used before (Pepermans et al., 
1988) with the o -AMPA spacer as a replacement for two 
glycine residues. All simulations with this model used 



Ne= 2, a time step in the integrator of 0.001 ps and simu- 
lation times of 100 ps. The force constant for the distance 
restraining force was set to k d~ = 50 kJ mol -~ A -2 and char- 
acteristic decay times "t E and Xdr of 20 ps were used. 

Results 

Our calculations with the five-atom model described 
above clearly show the large fluctuations in the contribu- 
tion of the ensemble members to (rij(t)) mentioned earlier. 
A first simulation was carried out using the instantaneous 
energy to calculate these contributions (Eq. 3). As can be 
seen in the left-hand side of Fig. 2, very large fluctuations 
occur in the probabilities of the three conformational 
classes (c~ = 1,2,3), which in turn cause fluctuations of the 
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instantaneous ensemble-averaged distances (rij(t)) (bottom 
graph). These fluctuations decreased drastically when the 
probabilities p~ were calculated from energies that were 
averaged with a characteristic decay time xE of 2 ps ac- 
cording to Eq. 13 (middle column of Fig. 2). Finally, com- 
bined ensemble and time averaging (Eq. 14) with charac- 
teristic decay times XE and "~dr of 5 ps led to a further re- 
duction of these fluctuations (Fig. 2, right-hand side). 

A previous NMR study of the somatostatin analogue 
1 showed that it exists as a mixture of conformers in fast 
exchange on the NMR time scale (Pepermans et al., 
1988). Using distance geometry (DG) methods as well as 
restrained energy minimization (EM) and molecular dy- 
namics (MD), it was found that some of the NOE dis- 
tances could not be reproduced by any single conforma- 

TABLE 2 

INTERPROTON DISTANCES (A) FOR SOMATOSTATIN ANALOGUE 1 a 

Proton pair Distance Upper Assignment 1 Assignment 4 

from bound used 
A D A + D  A D A + D  

NOE in SD 

Set 1 
1 Phe 7 NH Phe 7 C~H 2.4 2.6 2.9 2.9 2.8 2.9 2.8 2.8 

2 D-Trp s NH Phe 7 C~H 2.1 2.3 2.3 2.3 2.2 2.3 2.3 2.2 

3 D-Trp 8 NH D-Trp 8 C~H 2.5 2.7 2.7 2.7 2.7 2.7 2.8 2.7 

4 Lys 9 NH D-Trp 8 C~H 2.1 2.3 2.1 2.l 2.1 2.1 2.1 2.1 

5 Lys 9 NH Lys 9 C~H 2.8 3.0 2.7 2.7 2.7 2.7 2.7 2.7 

6 Thr t~ NH Lys 9 C~H 3.0 3.2 3.3 3.3 3.2 3.3 3.3 3.2 

7 Thr I~ NH Thr I~ C~H 2.4 2.6 2.8 2.8 2.8 2.8 2.7 2.8 

8 Lys 9 NH Thr I~ NH 2.3 2.5 2.6 2.6 2.6 2.6 2.6 2.6 

9 The  ~ NH Gly 11 NH 2.4 2.6 3.0 2.9 2.9 2.9 2.9 2.9 

Set 2 
Assignment 1 Assignment 4 

Gly 6 C~H Gly 11 C~H Gly 6 C"H Gly JJ C~H 

10 H R H R H s H s 2.9 3.1 3,1 3.2 3.3 3.2 3.1 3.4 

11 H e H s H s H R 2.3 2.5 1.7 4.4 2.1 4.4 1.8 2.5 

12 Hs HR H R H s 2.5 2.7 4.4 1.7 2.7 1.8 4.4 2.3 

13 H s H s H R H R 2.9 3.1 3.2 3.1 3.4 3.1 3.2 3.4 

Gly 6 C~H AMPA H 6 Gly 6 C~H AMPA H 6 

14 H k H s 2.6 2.8 3.5 2.3 2.9 2.3 3.5 2.6 

15 H s H R 2.5 2.7 2.3 3.5 2.5 3.5 2.3 2.7 

Gly 6 C~H AMPA H 3 Gly 6 C~H AMPA H~ 

16 HR Hs 2.5 2.7 2.3 3.5 2.5 3.5 2.4 2.7 
17 H s H R 2.5 2.7 3.5 2.4 2.9 2.4 3.5 2.6 

Phe 7 NH Gly 6 C~'H Phe 7 NH Gly 6 C~'H 

18 HR Hs 2.3 2.5 2.6 3.1 2.7 3.2 2.0 2.5 

19 H s H R 2.8 3.0 3.3 1.9 2.7 2.4 3.1 2.9 

Phe 7 NH Gly II C'~H Phe 7 NH Gly I1 C~H 

20 H s H R 2.9 3.1 2.9 3.5 3.0 3.6 2.4 3.1 

Gly H NH Gly H C~H Gly H NH Gly IJ C~H 

21 H s H R 2.4 2.6 2.3 2.5 2.3 2.1 2.6 2.4 

a Column 1 contains the distances determined from NOE buildup rates. These were used as upper bounds with an error margin of 0.2 A (column 
2). Columns 3-8 list the distances averaged (using Eq. 14) with %=00 over a 10-100 ps period of a 100-ps SD simulation. Columns 3, 4, 6 and 
7 were calculated from simulations with single molecules (no time or space averaging), starting from either conformer A or conformer D. 
Columns 5 and 8 derive from simulations using combined ensemble and time averaging with Ne=2, one molecule starting from conformer A, 
the other from conformer D. Violations of 0.5 A or more are underlined. 
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tion. Striking examples were the Gly6C~H-Gly ~lcaH and 
Gly6C~H'-Gly IIC~H' distances, which were measured to be 
2.3 and 2.5 A, respectively (Table 2). Using only the NOE 
distances that were not inconsistent with a single confor- 
mation (Set 1 in Table 2), Pepermans et al. (1988) gener- 
ated a collection of 92 structures using DG and EM 
methods. These were grouped into four classes (A-D) 
according to which distances were sufficiently short to 
account for any NOE that was not used to generate the 
structures. It was found that these classes could also be 
defined by the sign of the Gly6O and Gly11~ torsional 
angles (Table 3). After performing restrained MD on a 
representative structure of each class, weighted averages 
of these NOE distances were calculated for the four poss- 
ible stereochemical assignments of the GIy6C ~ and Gly ~C ~ 
protons. Only assignments 1 and 4 (Table 4) were in 
agreement with the experimental data. 

In the present study, two sets of restraints were used, 
one assuming assignment 1 and the other assuming as- 
signment 4. First, separate SD simulations with represen- 
tative structures for each class as starting points were 
performed. Preliminary calculations showed some differ- 
ences when compared to those of Pepermans et al. (1988). 
Whereas these authors saw no conversions between con- 
formational classes, such interconversions did occur in the 
present work. The reasons for this are the following: (i) 
the current simulations are three times as long; (ii) sto- 
chastic dynamics rather than Newtonian molecular dy- 
namics is used here; and (iii) in the present work the 
complete set of distance restraints from Table 1 is used. 
Because we were interested in assessing the space-averag- 
ing refinement method in the presence of insurmountable 
energy barriers, we added an artificial torsional angle 
potential energy term for the Gly6~) and Glyn~ angles. 
This potential energy term, having a force constant of 50 
kJmol -~ and minima at 90 ~ and -90 ~ served to stop 
interconversion between classes A and D. It was used in 
all subsequent simulations of molecule 1. Classes B and 
C still disappeared after a few steps and were not visited 
again during the simulation time. 

The geometries at the end of the separate trajectories 
for classes A and D were taken as starting points for an 
SD simulation with space- and time-averaged distance 

TABLE 3 
DEFINITION OF CLASSES A-D BY Gly6~ AND GlyU~ TOR- 
SIONAL ANGLE SIGNS" 

Class Gly6~ Gly11~ 

A - + 
B + + 
C - - 

D + - 

a This definition corresponds to the one given by Pepermans et al. 
(1988) in Fig. 3 and Table 1; not to the one given in Table 2 of the 
same publication. 

TABLE 4 
NUMBERING OF POSSIBLE STEREOCHEMICAL ASSIGN- 
MENTS OF MOLECULE l 

Assignment Gly 6 C~H Gly u C~H 

1 pro-R pro-S 
2 pro-R pro-R 
3 pro-S pro-S 
4 pro-S pro-R 

restraints and simulations were performed for both of the 
possible stereochemical assignments 1 and 4. It turned out 
that the potential energies as given by the force field are 
not suitable for direct use in the calculation of Boltzmann 
probabilities (Eq. 3). In the force field, the structures of 
class A were extremely stable compared to those of class 
D, resulting in a probability ratio of almost 1:0. This 
force field inaccuracy necessitates the introduction of an 
energy scaling factor kE, which reduces the dependence of 
the ensemble members' contributions to (rij(t)) on the 
calculated potential energy E(r~(t)) -- Vphys(ra(t)). Equation 
3 then becomes 

e-kEE(ra )/kBT 

p~= Ne (15) 
E e-kEE(ra')/kBT 

ct'=l 

For the present study, k E was  set to 0.2, which reduces an 
error in the calculated potential energy of about 10 
kJ mo1-1 to 2 kJ mo1-1, which is of the order of magnitude 
of kBT at room temperature. In this way, conformations 
with a very high potential energy still do not contribute 
to the simulation, but conformations with a relative 
energy within the margin of error of the interaction func- 
tion Vphy s a r e  not strictly ruled out. Using this approach, 
the restrained distances were averaged over a 10-100 ps 
time interval for both the space-averaging restraining 
simulations and the separate runs (Table 2), using Eq. 14 
with %r=oo. From Fig. 3, which compares the distance 
violations of the space and time averaging with the non- 
averaging simulations, it can easily be seen that there are 
no violations larger than about 0.3 ,~ in the space-averag- 
ing simulations, whereas the non-averaging simulations 
show violations of up to 1.9 A. 

Discussion and Conclusions 

When time-averaged restraints were first introduced, it 
was noted that they would only be reliable if a simulation 
was able to visit all the conformations which contributed 
to the spectroscopic observations. It was also clear that 
this will not usually be the case. 

Conformations which might be rapidly exchanging on 
the milli- or microsecond time scale may be indistinguish- 
able in an NMR experiment, but act as if they were dif- 
ferent systems on the simulation time scale (typically 
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Fig. 3. Comparison of NOE distance constraint violations (A) for conventional single molecule and molecule-averaging distance restraints 
(somatostatin analogue 1, top: stereochemical assignment 1; bottom: stereochemical assignment 4). The results A and D are obtained by single 
molecule refinement, and the result (A + D) by time- and molecule-averaging distance restraining refinement, as described in Table 2. 

10 14~10-10 S). Naively, one might expect that the use of a 
sufficient number of conformations, scattered on all sides 
of  the conformational barriers, can overcome this limita- 
tion. In fact, this is not the case and it is interesting to 
compare our results with those of previous studies to see 
the limitations of  the different models. 

First, our work can be contrasted with that of Bonvin 
et al. (1994) who used a sophisticated restraining function 
based on NOE intensities, rather than the derived dis- 
tances. These authors employed averaging over molecules, 
but with p~ = Ne -~ (~ = 1,2 ..... Ne) and with N e = 8 identical 
molecules, each having the same starting coordinates. 
From the point of view of barrier crossing, this does not 
offer an advantage over a single longer simulation. On 
the other hand, this approach also does not introduce any 
new approximations in terms of the distribution of struc- 
tures on the energy surface. Because any of the eight 
molecules are equivalent, and their conformations may 
interconvert to each other, they are as close to a Boltz- 
mann distribution as a single molecule simulation that is 
eight times as long. 

The same type of space or molecule averaging with 

p~ = No -1 (c~ = 1,2 ..... Ne) and use of identical starting struc- 
tures has been applied to J-value restraining in a tripep- 
tide with Ne=500 by Mierke et al. (1994). Again, from 
the viewpoint of barrier crossing, this does not offer an 
advantage over a single long simulation. 

Some of the problems encountered in the work pres- 
ented here had been noticed previously in the case of  a 
two-state model. Scarsdale et al. (1988) used molecular 
mechanics energies to estimate population fractions p~. 
Although these authors did not perform MD simulations, 
they did notice that molecular mechanics-based energies 
tend to yield almost insignificant occupation of certain 
(higher energy) conformations. Kim and Prestegard (1989, 
1990) used a two-state model (Ne=2) and assigned 
weights (p~) to each conformer based on a fit to the ex- 
perimental data, thereby avoiding the problem of relying 
on molecular mechanics energies to assign population 
fractions p~. The most appealing aspect of this approach 
is that, to the extent that the two-state model is correct, 
the populations should also be correct. The clear limita- 
tion here is that the fitting process would not easily gen- 
eralise to many conformations. 
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In contrast to the work described above, one may note 
that the approach described here generalises to any num- 
ber of conformations and does not require crossing of 
high-energy barriers. This, however, has come at the 
expense of introducing the nonphysical parameter k E. 
Clearly, as Scarsdale et al. (1988) noted, relying on a 
possibly not very accurate molecular mechanics energy to 
estimate a probability p~ introduces a source of error. 
Another drawback of the current approach is the fact 
that it is sensitive to the choice of starting structures. The 
set of initial conformations should include a member 
from every conformational class. Furthermore, the energy 
barriers between the different classes must not be crossed, 
since the Boltzmann weighting (Eq. 3) would not be cor- 
rect in that case. 

Probably the worst approximation is that, as in all 
quoted studies, we have used the potential energy rather 
than the free energy to calculate probabilities p~. There is 
no justification for this beyond expediency. Methods do 
exist to estimate free energies during a simulation, but for 
this work we had no desire to introduce any more ap- 
proximations. It is certainly interesting to speculate 
whether use of free energies in Eq. 3 would show fluctu- 
ations in (rij(t)) as large as seen here and would require 
the use of the scaling parameter k E. 

While molecule or space averaging introduces compli- 
cations, it is interesting to see that at least one problem 
associated with time-averaging restraints may be allevi- 
ated by it. It has been noted that time-averaging restraints 
lead to a non-conservative force field and possibly to 
slight heating of the simulated system (Torda et al., 1990; 
Pearlman, 1994). The problem is worst when a part of the 
molecule has to shuttle between different conformers and 
is artificially driven to do so by the restraints. In contrast, 
molecule-averaging restraints allow a system to simulta- 
neously occupy several conformers, rather than having to 
shuttle between them. 

In summary, space- or molecule-averaging restraints 
can be used, but do require the use of at least one ad hoc 
weighting factor. This is probably the most inelegant 
aspect of the whole approach. It might then be wise to 
use only time averaging as a first approach and space or 
molecule averaging when justified by evidence of the 
presence of high barriers separating conformers that con- 
tribute significantly to the NOE intensities. 
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