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SUMMARY

The concept of memory has been introduced into a molecular dynamics algorithm. This was done so as
to persuade a molecular system to visit new areas of conformational space rather than be confined to a
small number of low-energy regions. The method is demonstrated on a simple model system and the 11-
residue cyclic peptide cyclosporin A. For comparison, calculations were also performed using simulated
temperature annealing and a potential energy annealing scheme. Although the method can only be applied
to systems with a small number of degrees of freedom, it offers the chance to generate a multitude of
different low-energy structures, where other methods only give a single one or few. This is clearly important
in problems such as drug design, where one is interested in the conformational spread of a system.

INTRODUCTION

Dynamic simulation methods are very powerful tools for refinement of molecular structures
with respect to the potential energy. In general, one has a penalty function, which may represent
the potential energy of a molecule as a function of conformation or perhaps is a measure of how
well a conformation fits an experimentally measured property. If one can calculate the derivative
of this function with respect to coordinates, one should be able to simply run a classical dynamics
scheme until all low-energy conformations have been visited. In practice this idea breaks down
for several reasons. First, the conformational space is vast. Even a 10-residue cyclic peptide has
at least 10 important degrees of freedom, so one has a very high-dimensional function surface
to search on. Second, the penalty function is usually very complex, with many barriers. All but
the smallest are surmounted very infrequently. This in turn leads to the tendency to repeatedly
visit a small set of minima.

There have been many approaches to the multiple minimum problem [1]. The most commonly
applied is probably simulated annealing [2], which relies on temperature evolution in time. Potential
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energy annealing (PEACS) [3] attempts to take advantage of the shape of the potential hypersur-
face. Several other methods exist, which rely on temporarily increasing the dimensionality by adding
artificial degrees of freedom [4-8]. Finally, there are systematic search methods [9] which soon
become inapplicable as the system size grows, because of the astronomical computational effort.

Our approach here — in some way related with the tabu search technique [10,11] — is rather
more radical and attempts to specifically address the problem of repeatedly visiting certain areas
of conformational space. Somewhat as a side effect, this also has an influence on the crossing of
energy barriers. To avoid resampling of conformations, a kind of learning process is employed
so as to recognise conformations sampled before. When a previously visited conformation is
recognised, it is easy to penalize the system and make this region of conformational space less
energetically attractive. The advantage of this idea is that the system is kept in low-energy regions
and will only be driven to high-energy areas if no alternative is available. Thus, little time is spent
searching in high-entropy high-energy areas and after being driven across a barrier, the system
will soon return to low-energy areas.

THEORY
For penalizing visited conformations, we used a Gaussian function:

0.2 2

Vmem (X) = kmem nxo e”(X‘X ) 12w (1)
with y the current conformation, ¥’ a conformation visited before, n,o the number of times this
conformation has been sampled before (including the dimension), k... (> 0) defining the magni-
tude and w the width of the memory penalty function. By expanding ¥ to a set of variables x,,
one causes the function to decrease very quickly with small conformational changes, because the
penalty function has the form of a product over a set of Gaussians for independent variables.
This can be seen by rewriting Eq. 1 as follows:

Vmem (x) = kmem n, e‘(x-xo)z/zwz (2a)

mem
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i

Next, to put Eq. 2 into a useful form, we chose dihedral angles to define the conformation. With
¢ denoting a dihedral angle, the penalty function (Eq. 2) can be rewritten as

mem

Vmem ({q)k}) = Iy Hk’ e—(¢;—¢?)2/2w2 5

and it is straightforward to calculate the partial force on particle j:

(0-9) o
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Frj = ZVmem ({q)k}) q)i (4)
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At the heart of the method is the memory of the system’s history. For this purpose, a storing/
comparing routine has been developed for conformations, keeping two points in mind. First, it
must be able to handle a large set of stored conformations and second, the loss of speed com-
pared to a free simulation (without memory) should be acceptable. Both criteria can be met by
using data reduction and packing. Figure 1 shows the flow diagram of the so-called local elev-
ation (LE) method. First the complete data describing a conformation are reduced to the relevant
set of dihedral angles. After further reduction of the precision, the dihedral angle values are
packed into integers. Bearing in mind that in peptides usually only a few well-separated minima

x° € memory

store ¥* in memory unpack x* to x°
¥ ¥
V = Vohysy F = Fpnys V = Vohys + Vinems F = Fohys — Ppem
' ¥
counter(x®) = 1 increment counter(x®)

I |

no yes

store V(x) and x

4

f return F,V ;

Fig. 1. Flow diagram of the local elevation routine. The following abbreviations are used: % = actual conformation;
¥’ = actual conformation in packed form with loss of information by encoding; %’ = actual conformation, but reduced
information through encoding/decoding procedure; V,,, = standard physical potential energy; V., = penalty potential
energy term involving the conformational memory; and F = force vector.
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of a dihedral angle are found, a maximum number of 16 states per dihedral angle is sufficient to
distinguish real conformational changes. Given only 16 states per dihedral angle, one needs only
four bits of information per angle. If we consider only the peptide backbone angles then the
conformation of an N-residue peptide is crudely stored in N bytes. If we consider the special case
of small cyclic peptides, we can take advantage of the fact that changes in ¢ and y are highly
correlated and store only one of the angles. This means that the conformation of an N-residue
cyclic peptide can be approximately represented in N/2 bytes. This rough reduction of the data
and the use of fast integer arithmetic makes the method practicable. Aside from rapid comparison
of conformations, there is another advantage to our approach. The range of the penalty function
is a consequence of the degree of reduction of the data. A high compression factor of the infor-
mation is equivalent to a rough high-dimensional grid with a large range of the penalty function,
whereas a smaller compression factor leads to a finer grid and smaller range of the penalty term.
No further calculations to determine a cutoff radius for the penalty term are necessary.

METHODS

The method was first tested on a simple model, pentane in a united atom representation. This
has only two interesting degrees of freedom, the dihedral angles involving only carbon atoms.
Stochastic dynamics (SD) simulations [12] of 100 ps were performed using an integration step size
of 2 fs, employing the SHAKE algorithm [13] to maintain bond lengths, and using a tight coup-
ling to a temperature bath [14] with a relaxation time of 1, = At = 2 fs. All simulations were
carried out using GROMOS, the Groningen molecular simulation package and the GROMOS
interaction function [15]. Two simulations were performed, one free simulation and one using the
LE method. Because of the small size of the system, no cutoff was applied in the evaluation of
the nonbonded forces. The force constant of the Gaussian penalty function in Eq. 3 was set to
Kipem = 5, Do =1kJ mol ™ per resampling of a conformation, the width to w = 22.5° and the grid
length to define the cutoff of the penalty function, i.e. the difference between two sequential ¢°
values, also to 22.5°. This is equivalent to recognising 16 states per dihedral angle. The starting
structure was one of the possible gauche—gauche conformations (dihedral angle ¢, = ¢, = —60°).

For a real test case we chose cyclosporin A, a well-studied cyclic undecapeptide [16]. With 90
atoms in the united atom representation, it has a size typically of interest in rational drug design.
For this molecule the following calculations were performed:

(1) Free molecular dynamics (MD) at different temperatures;

(2) Local elevation (LE) molecular dynamics;

(3) Simulated annealing (SA) molecular dynamics;

(4) Potential energy annealing (PEACS) molecular dynamics.

The first two calculations were the same as for the pentane example, but with Newtonian molecu-
lar dynamics (MD) rather than Langevin dynamics (SD), a longer simulation time of 1 ns, the
penalty function force constant reduced to k.. = 2.5 and the width w of the penalty function and
the ¢-grid spacing doubled to 45°.

For the LE calculation, a set of approximations allowed each conformation of cyclosporin A
to be stored in a pair of four byte integers. First, only backbone dihedral angles were considered.
Next, ® angles were assumed to be in the trans conformation, except for My ..o in the cis confor-
mation, and thus not stored. Finally, as discussed above, only the ¢ angle of each residue was
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stored, because of the correlation of changes in ¢ and y angles. This last assumption is only valid
in small cyclic peptides, but is not unreasonable in these cases [17]. All simulations were started
from the same well-minimised but arbitrary conformation. Because of residual strain in this con-
formation a long free simulation of 1 ns at 300 K was performed to guarantee total relaxation. The
resulting conformation was used as the starting conformation for both free and LE simulations.

For further comparison of different methods, we ran simulated annealing and PEACS simula-
tions. To test the performance of the annealing techniques, method-specific parameters were
varied and standard simulation parameters were kept fixed. The dependence of specific variables
gives an impression of the stability and general utility of a method and of whether a variation
of the setup of the simulation is necessary to obtain different low-energy structures. For SA
simulations, the velocities were taken from a Maxwell distribution at 1200 K and, after a variable
equilibration time (see Table 1), the system was cooled down exponentially to 50 K over different
time periods.

Performing PEACS simulations, an equilibration time of 2 ps at 900 K was used and the speed
of cooling to 300 K and the characteristic average times to calculate the reference level of poten-
tial energy were changed with respect to those mentioned in Ref. 3. A summary of the annealing
protocols can be found in Table 1.

All the annealing simulations were started from the same, well-minimised structure which was
also used in the free and LE simulations. No equilibration period at 300 K was used, because of
the fast relaxation at high temperature. The number of annealing calculations was chosen so as

TABLE 1
PROTOCOLS OF TEMPERATURE AND POTENTIAL ENERGY ANNEALING CONFORMATIONAL SEARCH
SIMULATIONS WITH AN EXPONENTIAL DECAY OF TEMPERATURE

SA PEACS

No. tequit (ps)* teoor (PS)° Ty (ps)’ teool (pS)b
1 0 100 2.5 200
2 10 90 3.5 200
3 20 80 1.5 100
4 30 70 2.5 100
5 40 60 3.5 100
6 50 50 5.0 100
7 60 40 1.5 20
8 70 30 2.5 20
9 80 20 3.5 20

10 5 50 5.0 20

11 10 50

12 15 50

13 20 50

14 25 50

15 30 50

16 35 50

17 40 50

18 45 50

19 50 50

® Equilibration time at 1200 K.
® Time of exponential cooling.
¢ Relaxation time of potential energy, see Ref. 3.
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Fig. 2. Visited conformations of pentane in (A) a 100 ps free stochastic dynamics simulation; (B) a 20 ps local elevation
simulation; and (C) a 100 ps LE simulation.
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to use CPU time comparable with that used in the LE simulation, with about 30% more effort
on simulated annealing.

Before comparing conformations, each was minimised with the conjugate gradients method
until the gradient was lower than 0.001 kJmol™” nm™. Structures were compared using both
dihedral angles and internal distances. This was done so as to avoid misleading results when only
one measure is used. For example, large but compensating changes in adjacent dihedral angles
will result in little overall structural change. With respect to dihedral angles, structures were
compared using a similarity grid as was used to store conformations during the LE simulation.
A pair of conformations was defined to be similar if the difference of each pair of dihedral angles
fell within a predefined width. Another similarity criterion with respect to dihedral angle coordi-
nates is the rms difference of corresponding dihedral angles of two different conformations {¢;}
and {¢!}, each consisting of N dihedral angles, called DHAD [18]:

1 X .
DHAD = 1fﬁg(qn—qn) (5)

Using distance information instead of angle information, the so-called distance matrix error
(DME) [18] of the C*-C* distances of two different conformations {r;} and {r;} containing N C*
atoms becomes

2 N L2
DME = \/m %(dij - dij) (6)

where d; is the distance between each pair of atoms i and j.

RESULTS AND DISCUSSION

Pentane

The virtue of pentane in a united atom representation is that, with two dihedral angles, its con-
formations can be represented completely in a two-dimensional figure. Figure 2 shows the Rama-
chandran-like plots of these two dihedral angles for a free simulation and for the LE method. In
the free simulation, the system repeatedly visits the energetically favoured conformations and
gives little information about other parts of conformational space. In practice, it is unlikely that
one could ever simulate long enough to locate the other, higher energetic regions. In contrast,
with the LE method the conformational space is searched in the direction from low- to high-
energy regions. Nearly the whole available conformational space is sampled after 20 ps, and only
regions around the high-energy cis conformations are not visited. After 100 ps, the total potential
energy of every conformation is roughly equal and the conformational space is nearly uniformly
sampled. This small test system is useful as a demonstration of principle, but says little about real
utility.

Cyclosporin A
Calculations with cyclosporin A demonstrate comparable behaviour of this compound, which
is more difficult to monitor because of the high dimensionality of the configurational space
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Fig. 3. Internal potential energy as a function of time in simulations of cyclosporin A. (A) Free simulation at 300 K; (B)
free simulation at 600 K; and (C) local elevation simulation at 300 K.

spanned by the degrees of freedom of interest. In contrast to other searching methods in which
only the final structure and its energy are of interest, in the LE method the trajectory of the
system maps out the low-energy regions of conformational space. The fact that the system prefers
low-energy regions, but also crosses energy barriers is shown in Fig. 3C. The stepwise increasing
potential energy is a consequence of the applied potential energy penalty term. After lifting the

ﬁ
Fig. 4. Grid similarity matrix of 11 dihedral angles ¢ in cyclosporin A. Similarity criteria are A¢ < 30° for each of the 11
dihedral angles (upper triangle) and Ag < 45° for the free simulations (lower triangle); and A¢ < 45° (upper triangle) and
A < 60° (lower triangle) for the local elevation simulation. (A) free simulation at 300 X (B) free simulation at 600 K;
and (C) LE simulation at 300 K.
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potential energy of the system to a value sufficient to overcome the lowest barrier surrounding
a minimum, the system crosses it and is suddenly freed from the local memory penalty term.
From the number of steps in Fig. 3C, one can estimate the number of distinct minima which were
visited. The slow overall increase of the potential energy during the simulation reflects the overall
lifting of a region in conformational space and can be used to get an idea of the local shape of
the potential energy surface.

Improved searching performance can be demonstrated by comparing similarity matrices
corresponding to the LE and the free MD simulations (Figs. 4 and 5). Of course there is no
unique description for the similarity of conformations in a two-dimensional plot. Therefore, we
will use two other common similarity measures, DHAD and DME, in addition to the method
based on grid similarity and show that, depending on the similarity criterion used, different
interpretations of the results are possible.

The similarity matrices were calculated from trajectories of 1 ns with 2500 structures (one
structure every 400 fs). In the grid similarity matrix, a dot marks whenever two conformations
on the time axes fall within our criterion of similarity. We take advantage of the symmetry of the
plots to show different similarity criteria on either side of the diagonal in Fig. 4.

Figure 4A shows that in the free simulation at 300 K only similar conformations are visited
during the whole trajectory. In the free simulation at higher temperature (Fig. 4B) the grid
similarity decreases, but there is still the tendency to visit conformations repeatedly. In contrast,
the LE method generates a trajectory of highly dissimilar structures in terms of grid similarity.
To better quantify the number of states visited, one can consider the conformational space of the
system as being described by an N-dimensional grid. Each of the N = 11 dihedral angles ¢ repre-
sents one axis of the grid and is divided into eight domains of 45°. One can then count the
number of different N-dimensional cubes (maximum number 8!') which are visited at least once
during the simulation. In the free simulation at 300 K, 3047 different grid cells were counted, in
the simulation at 600 K the value increases to 19423 and in the LE simulation at 300 K 307 395
different cells were counted from a total of 500000 simulation steps. This reflects an average
number of sampling one of these visited grid cells of 164.1, 25.7 and 1.63, respectively. These
numbers demonstrate that repeated visits of certain conformations are quite a problem for
exploring conformational space, but are effectively prevented with the LE technique. The similar-
ity plot of the LE simulation also shows that revisiting of areas of conformational space is
possible, even if a penalty function is built up during the simulation and drives the system
through conformational space. That is, the artificial peaks of V.. do not necessarily form
unsurmountable barriers which might prevent further searching.

Another commonly used similarity measure is the rms difference between corresponding
dihedral angles, DHAD. Whereas the grid similarity reflects the single largest difference, the
DHAD reflects an average dihedral angle difference over all dihedral angles constituting a
conformation. Averages bear the problem that local conformational changes may be averaged
out, but in general the DHAD is a reliable measure to describe similarity in dihedral space. A
comparison of Figs. 4 and 5 shows that grid similarity and DHAD similarity, both measures in
dihedral space, lead to comparable results.

Our third measure to describe conformational resemblance is the DME of C*-C* distances
(Figs. SE-H). In our simulations, many correlated changes of ¢; and W, ; dihedral angles were
seen, but most of these cause only small changes in the C*~C* distances. While both kinds of
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Fig. 5. Similarity matrices for cyclosporin A conformations. Both axes display the simulation time (0 ps left lower corner
to total simulation time of 1 ns). The similarity of two conformations at different times is color-coded. DHAD of ¢
dihedrals: (A) free simulation at 300 K; (B) free simulation at 600 K; (C) local elevation simulation at 300 K and penalty
grid range w = 22.5°; (D) LE simulation at 300 K and penalty grid range w = 45°. DME of C°~C* distances: (E) free
simulation at 300 K; (F) free simulation at 600 K; (G) LE simulation at 300 K and penalty grid range w = 22.5% and
(H) LE simulation at 300 K and penalty grid range w = 45°.
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variations are conformational changes, this kind of projection onto a single value may mask the
information. Yet the DME and DHAD measures in Fig. 5 result in a quite similar picture.

Molecules in solution are usually flexible and adopt conformations which constitute the state
of lowest free energy. Therefore, we are not interested in a single molecular conformation, but
in an ensemble of conformations with low internal energy. With the LE method, we generate a
set of low-energy conformations, different at least in terms of DHAD. To compare the results
of LE simulations with those of other optimization techniques, 20 conformations with lowest
energy were picked from the trajectory. After minimisation of the potential energy, the structures
were compared with respect to potential energy and the DHAD and DME with 19 structures
obtained from simulated annealing calculations and 10 structures generated by potential energy
annealing. All 20 structures from the LE simulation, using a memory penalty grid with a width
of 45°, have potential energies in a range similar to those obtained by annealing techniques (Fig.
6). Within the group, they also differ in both DHAD and DME.

A quick assessment of the influence of grid size was made by repeating the calculations with
a spacing of 22.5°. This results in a group of structures of distinct low energy, as shown in Fig.
6. Unfortunately, the finer grid results in poorer searching (Figs. 5C and G). From these calcula-
tions it would seem that the choice of grid size introduces a somewhat arbitrary trade-off. A finer
grid results in lower energy structures, and a courser grid results in better searching. Figure 6
shows that the temperature-annealed simulations produce the four structures of lowest energy,
apart from the LE ones generated using a finer grid. There is a group of 11 SA structures in the
range of —80 to —65 kJ mol™', which reflect the finite cooling rate of the protocol. These might
have reached better minima with slower cooling.

Calculations using PEACS resulted in a group of structures with quite distinct properties.
First, as shown in Fig. 6, the best conformations in terms of potential energy are in the best half
of all structures. At the same time, the vertical axes in Figs. 6A and B suggest a better spread of
structures than with simulated annealing and even better than with LE. The relative proximity
to the nearest minima is not shown in the figure. All LE structures converged during energy
minimisation in less than 300 steps. Structures from the PEACS group required between 1370 and
6000 steps to converge.

Collectively, the results shown in Fig. 6 do highlight the ad hoc nature of minimisation proto-
cols. It may well be that slower cooling with PEACS would have produced the lowest energies.
Since the results do not only reflect the design of a method but also implementation and proto-
col, we try to classify the different methods by their advantages. Simulated annealing seemed to
be a very effective energy minimiser. PEACS (with our protocol) showed excellent searching
properties at some cost in terms of potential energy. LE is guaranteed to move from minimum
to neighbouring minimum, as demonstrated for cyclosporin A. Unlike the other methods it will
try to move away from pathological attractors, as shown by the pentane calculations.

CONCLUSIONS

For small systems such as considered here, the results obtained using different search algo-
rithms show the advantages of searching by learning from a molecule’s dynamic history. The ad-
ditional computational effort of about 15% compared to free simulation is justifiable by consider-
able\gains in information about available conformational space. One must, however, note that
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the dynamics of the system is, of course, non-Newtonian. The LE method adds energy to the
system each time the force constant in the Gaussian potential energy term is increased. Clearly
this kind of searching can only be used when some kind of temperature regulation is applied.

When searching for low-energy structures, the method is a powerful alternative to normal MD
simulations. A comparison with other commonly used optimisation procedures shows the advan-
tages and disadvantages of the different methods, which arise from the differences in search
techniques. Whereas the LE method is designed to search for a set of low-energy structures
during one simulation, other methods usually refine one structure per simulation. Bearing this
in mind, it would appear that the LE type of algorithm is an attractive method for situations
where one is interested in the family of low-energy structures adopted by a molecule in solution.
The clear disadvantage of the method is that it is limited to small systems where the history can
be easily stored and searched and the memory penalty function hypersurface is not of too high
dimensionality. We are currently investigating similar techniques which store even less informa-
tion, but should be applicable to larger systems.
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