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Summary 

Time-averaged restraints in molecular dynamics simulations offer a means to account for the averaging 
that is implicit in NMR spectroscopic data. We present a systematic investigation of the parameters 
which characterise time-averaged distance restraints. Using previously published data for a small protein, 
chymotrypsin inhibitor 2, we identify conditions which can lead to undesirable heating or which grossly 
distort the dynamics of the system. 

Introduction 

The refinement of  structures from X-ray crystallogra- 
phy (Blundell and Johnson, 1976) or multidimensional 
N M R  spectroscopy (Wfithrich, 1986) is a liveiy area of  
computational chemical methodology. Complementing 
distance geometry, molecular dynamics (MD) simulations 
play an essential role in the final phase of  refining high- 
resolution structures of biomolecules. In MD refinement 
using N M R  data, 3j-coupling constant restraints and 
NOE distance restraints are used in two separate artificial 
potential energy functions that restrain the structure so as 
to satisfy the experimental input data during the simula- 
tion. Unfortunately, such potential energy functions usu- 
ally model the solution structure as a single conformation, 
with little concession to the fact that N M R  measurements 
really reflect a time average (Jardetzky, 1980). 

One approach to accounting for these dynamic effects 
has been the development of pseudo-potential energy 
functions, which only try to coerce an average property 
to agree with the experimental data (Torda et al., 1989, 
1990,1993). This work, along with later studies (Pearlman 
and Kollman, 1991; Schmitz et al., 1992,1993; Nanzer et 
al., 1994; Pearlman, 1994a,b) has demonstrated the ability 
of this technique to sample a larger conformational space 
and - at the same time - satisfy the experimental data. 
This work also served to highlight the importance of 
analysing whole MD trajectories, rather than the single 

structures which are the end points of MD refinement 
trajectories. 

Time-averaged distance restraints are characterised by 
two parameters, i.e., the force constant Kdr, which deter- 
mines the strength of the additional restraining force, and 
Xdr, which is the length of the memory decay time to 
average the distances during the simulation. These para- 
meters have been investigated by several authors under 
different conditions and with different macromolecules. 
The first such calculation was done on the 74-residue 
protein Tendamistat, where two different force constants 
Kdr (15 and 25 kJ mol -~ ~-2) and two small memory decay 
times Xdr (0.5 and 1.25 ps) were used (Torda et al., 1990). 
The parameters were used without any systematic investi- 
gation. A similar calculation, based on a DNA oligomer, 
was described shortly afterwards. These authors used 
synthetic data, varied the force constant Kdr and applied 
a fixed decay time ~dr=20 ps (Pearlman and Kollman, 
1991). Schmitz et al. (1993) did the same, but with real 
data. In 1994, Pearlman published an investigation of 
parameters and effects of time-averaged distance re- 
straints, again using synthetic data from a cyclic peptide 
(Pearlman, 1994a). Different force constants Kdr (0.5 to 
8 kJ mol -~ A -2) and a fixed memory decay time Xdr (20 ps) 
were applied. Similar work on time-averaged 3j-coupling 
constant restraints was later presented by the same author 
(Pearlman, 1994b). 

In the present paper we try to give some further in- 
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sights into the effects of time-averaged restraints in MD 
simulations on a known protein structure. Pearlman 
(1994a,b) used unrestrained MD trajectories as the source 
of the 'experimental' data. This provides the comfort of 
an exact force field and precise distance restraints. The 
advantage of our approach is the fact that real data bring 
along a set of real problems, such as lack of  precision, 
uneven distribution of data over the molecule and the 
possibility that minima in the force field will not coincide 
with minima with respect to the experimental data. One 
may also note that these flaws are, unfortunately, not 
quantified. This suggests a series of questions. Which 
parameter sets allow one to refine a structure of a pro- 
tein? Can we make better statements about the dynamics 
of the simulated molecule with optimal combinations of 
parameters? Furthermore, the influence of the length of 
the decay time %r has not been investigated in a system- 
atic way. Again, several questions can be formulated. 
Does the length of Xdr disturb the dynamics of the system 
or are we really simulating the natural dynamics of the 
protein? The additional non-conservative restraining po- 
tential energy function can increase the kinetic energy of 
the simulated system (Pearlman, 1994b). Is it possible to 
avoid this effect by choosing a longer decay time X~r? 

The calculations presented here were performed on the 
64-residue structured domain of chymotrypsin inhibitor 
2 (CI-2), for which refined solution structures have been 
published (Clore et al., 1987; Ludvigsen et al., 1991a,b; 
Nanzer et al., 1994). The values of the relevant parame- 
ters were spread over a wide range, so as to see effects of 
extreme values. The force constant Kd~ was varied from 1 
to 100 kJmo1-1A -z and the memory decay time xd~ was 
varied from 2 to 50 ps. 

M e t h o d s  

Theory 
Molecular dynamics simulations are usually employed 

for the refinement of NMR-based structures by construct- 
ing an artificial energy term that raises the energy of the 
system as violations of the experimental data increase 
(van Gunsteren et al., 1984; Kaptein et al., 1985). In the 
GROMOS force field (van Gunsteren and Berendsen, 
1987), this term is quadratic with respect to violations of 
distance constraints, so that: 

Vdr(r ) = (1) 
ifr_<r 0 

where Vat(r) is the potential energy due to the distance 
restraint term for a given pair of atoms, r is the instan- 
taneous distance between the cross-relaxing nuclei and r o 
is the distance calculated from the measured NOE. A 
force constant, Kdr, is used to weigh this term relative to 
the rest of the force field. 

For time-averaged distance restraints we used a force 
introduced by Torda et al. (1990), where: 

Fi(t )  = Kdr (?i3(t) - r~ r0(t) if ?~j(t) > ro 

if ?o(t)<ro 

(2) 

Here Fi (t) is the force on atom i due to atom j at time t, 
?ij = r~-rj and ?0(t) is the time-averaged distance between 
atoms i and j. ?~j(t) is calculated using an exponentially 
decaying weight factor 

_ ( 1 t _t,x t,)]-3 dt,/q/3 
r(t) = [ Zdr (1 _e_t/~r)I0 e / ar [r( t -  (3) 

where "~dr is the characteristic time for the exponential 
decay. Integration of Eq. 2 with respect to the instan- 
taneous distance would lead to some expression for the 
instantaneous potential energy, but the time averaging 
inherent to this term makes the potential energy lose its 
normal physical meaning. Effectively, this force field term 
is no longer conservative and it would be inappropriate 
to treat it as such. For this reason, we do not refer to a 
restraint energy. Equation 3 is based on averaging r -3 
distances. This is appropriate for simulations that are too 
short to properly average over angular fluctuations 
(Tropp, 1980). 

For each measured 3j-value, a restraining potential Vj 
was calculated so as to directly restrain the coupling 
constant rather than the calculated dihedral angle. Time- 
averaged restraints were imposed according to Eq. 4 
(Torda et al., 1993): 

V j _  1 - 7Kj (J(0(t)) - J0) 2 (4) 

where J(0) is the coupling constant calculated from the 
dihedral angle 0, J0 is the measured value, Kj is a force 
constant and J(0(t)) is the time-averaged coupling con- 
stant, calculated according to Eq. 5: 

1 i't -t'/XJ 
J ( 0 ( t ) )  -- ~J (1 -- e - t # J  ) J0 e J(0(t - t ' ) )  dt' (5) 

Again, % is the characteristic time for the exponential 
decay. Note that, as in our previous work, we assume 
that t >> x, so that: 

1 - e -t/~ = 1 ( 6 )  

and this factor is dropped from both Eqs. 3 and 5. 

Molecular model and simulation setup 
All simulations were carried out using software from 

the GROMOS suite of programs and the GROMOS 



TABLE 1 
AGREEMENT WITH EXPERIMENTAL 
TION OF SIMULATION PARAMETERS 

DATA AS A FUNC- 

Kdr "~ Epov_xo v Sum of Largest Tempera- 
(kJmol ~ (ps) (kJmol ~) violations violation ture 
A -2) (A) (A) (K) 

1 0 -1169+98 120 3 .38  296.5+8.2 
2 -1096-+67 139 3 .15  297.9-+8.2 
5 -1194-+73 137 3 .88  297.1-+8.1 

10 -1199-+70 184 4 . 4 7  296.9-+8.2 
20 -1161+73 162 4 . 1 0  296.7-+8.1 
50 -1230-+83 200 3 .94  296.6-+8.1 

3 0 -978+68 63 1 .87  296.4-+8.2 
2 -962-+77 87 2 . 0 9  299.4-+8.3 
5 -994-+81 91 2 . 9 4  297.9-+8.2 

10 -1028-+72 94 2 . 4 7  297.3+8.2 
20 -1078-+72 101 2 . 7 9  296.9__+8.2 
50 -1084-+93 121 2 . 4 7  296.7+8.2 

10 0 -754+70 33 0 . 7 6  296.4+8.1 
2 -668-+78 46 1.31 302.8+8.5 
5 -712-+85 47 1 .37  299.5+8.3 

10 -766-+80 51 1 .26  298.2+8.2 
20 -833-+93 57 1 .32  297.4+8.2 
50 -905 -+ 102 65 1.66 296.9 -+ 8.2 

30 0 -351 -+70 19 0 . 8 9  296.2+8.2 
2 163-+127 26 0 . 8 0  323.5+12.0 
5 -374-+ 101 33 0 . 8 3  303.2-+8.6 

10 -448+107 35 0 . 8 3  300.2+8.3 
20 -496-+ 134 37 0 . 7 6  298.6+8.3 
50 -606-+157 45 1 .13  297.5+8.2 

60 0 -70-+57 11 0 . 6 3  296.2+8.2 
2 180+129 29 0 . 7 7  324.8+11.6 
5 12 -+ 127 29 0.66 308.9 -+9.3 

10 -87 -+ 147 30 0.64 303.2 -+ 8.7 
20 -179-+ 162 32 0 . 7 5  300.0+8.4 
50 -309-+212 40 0 . 9 6  297.5-+8.2 

100 0 290-+63 7 0.54 296.1 -+8.3 
2 590-+ 146 26 0.74 338.2 -+ 14.3 
5 444-+170 29 0 . 6 7  316.3-+10.7 

10 283-+178 30 0 . 6 4  306.9-+9.1 
20 190-+234 33 0 . 8 3  302.3+8.5 
50 -3-+298 38 1 .14  299.0+8.3 

Kdr and Tar a r e  the force constant and memory decay constant used 
for distance restraints. All values are averages calculated over 0.5 ns 
trajectories. The average total potential energy, including the distance 
restraints energy, and the temperature are quoted _+ the rms fluctu- 
ation over the trajectory. 

37D4 united a tom force field for in vacuo simulations 

(van Gunsteren  and Berendsen, 1987). The temperature  

was held constant  by weak coupling ('[T = 0.1 ps) to an 
external  bath  of  300 K (Berendsen et al., 1984). The 
S H A K E  algor i thm was used to mainta in  all bond  lengths 
with a relative precision of  10 -4 (Ryckaert  et al., 1977) 

and the integrator  t ime step was 0.002 ps. 
The set o f  961 distance restraints and 39 J-coupling 

constant  restraints  is the same as used by Nanzer  et al. 
(1994) and has been given by Ludvigsen et al. (1991b). 
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Pseudo and vir tual  a toms for distance restraining were 

defined as in Wfithrich et al. (1983), van Gunsteren  et al. 

(1985) and van Gunsteren  and Berendsen (1987). Simula- 

tions with t ime-averaged distance restraints require the 

choice o f  an initial value ?(0). For  all the runs using time- 
averaged distance restraints, ?(0) was set, for each dis- 

tance restraint,  to 0.2 A less than r 0. 

Our  single start ing structure has also been used by 

Nanzer  et al. (1994). This was a previously published 

structure (Ludvigsen et al., 1991b) that  was subjected to 

1000 steps of  energy minimisat ion,  followed by simula- 

tions of  10 and 20 ps, using Kdr=20 kJmo1-1A -2, K j = 2 0  
kJ m o F  ~ s 2 and "[dr = '[J : 0 ps, that  were performed to equi- 

l ibrate the system in the G R O M O S  force field. The ob- 
tained structure was then used as the start ing point  for a 

series o f  0.5 ns M D  simulations. In this series of  simula- 

tions, '[dr varied from 0 to 50 ps and Kai from 1 to 100 
kJ mol ~A 2, as detailed in Table 1. 

Results 

Two parameters  characterise t ime-averaged M D  simu- 

lations, i.e., the force constant  Kdr and the length of  the 

decay constant  for the memory,  '[dr" The force constant  
Kdr controls  the relative weight o f  the artificial restraining 

term in the force field. '[dr determines the length o f  the 
exponent ial  decay in Eq. 3 and the system's sensitivity to 

history. Table 1 summarises a series o f  0.5 ns simulat ions 

in which the two parameters  were systematically varied. 

Quanti t ies  reflecting agreement with experimental  da ta  
and energetic propert ies  are discussed below. For  the 

analysis, average propert ies  were calculated without  a 

memory  function ('[dr = % = oo), since the average over the 

whole simulation t rajectory must  agree with the experi- 

mental  data.  

Agreement with experimental data 
As in our  previous M D  simulations o f  this system 

(Nanzer  et al., 1994), all 39 measured 3J-coupling con- 

stants were accurately reproduced.  Because our  main  

focus is the investigation of  different distance restraining 

force constants  Kdr and the appropr ia te  memory  decay 

constant  '[dr, we concentrate  our  discussion on the effects 

of  the 961 distance restraints. 
Agreement  with experimental  restraints was judged by 

two criteria, as shown in Table 1. We quote firstly the 

sum of  distance restraint  violations, and secondly the 

largest single violat ion,  as this is indicative of  possible 
problems with the structure and is independent  o f  the 
number  of  restraints. 

Simulat ions using force constants  Kdr smaller than 10 
kJmo1-1A 2 (see Table 1 and Fig. 1) all show an increased 

sum of  violat ions compared  to that  of  the relaxed start ing 
structures (sum of  violat ions of  40 A). In contrast ,  force 
constants  Kdr larger than 10 k J m o l  - I A  -2 always reduce 
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Fig. 1. Sum of violations for the 961 upper distance restraints for all simulations of CI-2, using different parameter sets. All values are trajectory 
averages. 

the sum of violations. The smallest sum, 7/k, is reached 
without time averaging and with the highest force con- 
stant K~r. This also leads to the smallest 'largest violation' 
of 0.54 A. The 'largest violations' cover quite a wide 
range, from 0.5 to 4.5/~, and indicate that not all combi- 
nations of Kdr and xd~ yield reasonable agreement with the 
experimental data. Figure 1 summarises the influence of 
the parameters on the sum of violations. Choosing a 
larger force constant significantly reduces the sum of 
violations during the MD simulation. Surprisingly, %r has 
little effect on the agreement with experimental data. Its 
influence on the dynamics of  the system is discussed be- 
low. 

In the extreme case of ~dr=0 ps (instantaneous re- 
straints), there is a slight reduction in the sum of viol- 
ations, as seen in previous simulations of this system 
(Nanzer et al., 1994). This is in contrast to earlier results 
on comparable systems (Torda et al., 1990; Pearlman and 
Kollman, 1991). There are several possible reasons for 
this behaviour. If the experimental data really are not 
influenced by the dynamics of the molecule, then a static 
model of the structure and a time-averaged model should 
agree equally well with the data. In practice, the time- 
averaged restraints will allow the system to temporarily 
violate the restraints, which might result in small, but 
systematic, violations. It is unlikely that any data set will 
be totally immune to the influence of motions, but this is 
a matter of degree. 

Energetic behaviour of restrained MD simulations 
From Table l, it can be seen that the average potential 

energy of the system at about 300 K spans a range from 
-1230 to 590 kJmo1-1. The fluctuation of the potential 
energy reflects the dynamic behaviour of the structure 
during an MD simulation. Not surprisingly, the values di- 

verge greatly for the different combinations of parameters. 
Root-mean-square (rms) fluctuations ranging from 57 to 
298 kJ mol -~ were obtained for the different simulations. 

Comparing the results with the total potential energy 
calculated for the initial 30 ps equilibration simulation 
(EpoT.mT= 89.6 kJ mol ~, its fluctuation 96.6 kJ moU), it 
is again possible to arbitrarily divide the results into two 
groups, containing results better or worse than the equi- 
libration simulation. Simulations using force constants 
Kar=10 k Jm o lq A  2 or less result in a lower potential 
energy, independent of the value of ~dr" Force constants 
K~r= 30 or 60 kJmol </~-~ result in a more favourable 
energy, except for ~dr=2 ps. When Kd,= 100 kJmolqA 2 
all possible ~dr values, except %r=50 ps, yield higher 
energies. 

Figure 2 summarises the effects of different parameter 
combinations and clearly shows the dominant influence 
of the force constant Kdr: the higher the force constant, 
the more energy the restraining penalty function adds to 
the total potential energy. It can be seen that increasing 
%r generally results in lower energies, but turning off the 
time averaging ('~dr=0.0 ps) results in a lower potential 
energy than using a small ~dr. 

Table 1 shows that fluctuations of the potential energy 
increase as the average potential energy increases. Force 
constants Kar equal to or smaller than 10 kJ mol -]/k -2 do 
not have much effect on the fluctuations, regardless of the 
value of %~. Significantly larger fluctuations were seen 
with larger force constants Kdr and time-averaging periods 
(~d~) longer than 5 ps. 

The comparison of total potential energies shows that 
time-averaged distance restraints increase the energy of 
the molecule, especially when using large force constants 
and short %r values. Two important questions arise from 
these results. First, does the additional penalty function 
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Fig. 2. Molecular potential energy, including distance restraints energy, for CI-2 for all parameter sets. All values are trajectory averages. 

for the distance restraints increase the temperature of the 
whole system or of just a part, and second, if higher 
temperatures occur, which parts of the molecules suffer 
from this additional energy? 

Table 1 also lists the average temperatures and their 
fluctuations. In all simulations where the force constant 
Kd~ is smaller than 30 kJ mol -j/k -z, hardly any effect on 
the temperature is observed. Using force constants Kd~ 
equal to or greater than 30 kJ mol -~ A -z, the average tem- 
peratures are increased for small zd~. The combination of 
a small z~ with large force constants Kd~ heats the system. 
The temperature increase for large force constants Ka~ can 
be avoided by using longer Xdr values. This effect can be 
seen very clearly in Fig. 3, where the temperatures are 
plotted against the force constants Kay. As the tempera- 

ture increases, the temperature fluctuations also increase, 
see Table 1. 

As has been noted previously (Torda et al., 1990; 
Pearlman, 1994a), the use of time-averaged restraints may 
sometimes cause heating of the system and this heating 
will not be evenly distributed over the molecule. We at- 
tempted to investigate this phenomenon in more detail. 
Although the concept of temperature does not have a 
meaning when applied to single atoms, we did calculate 
the square of the velocity ~ for each atom i, multiplied by 
the mass m~ and divided by three times Boltzmann's con- 
stant k, which we can refer to as a temperature for con- 
venience. For each residue, we then averaged this tem- 
perature separately over the backbone atoms and over the 
side-chain atoms�9 The upper half of Fig. 4 shows the 

~ " ~  = 0 ps 
340 &-----A "~d~ = 2 ps 

�9 4 Z~ 5 ps ...A" 
~-,-'.41 ?~= 10ps 
~-I "c~ = 2 0  ps  

33{1 *~ ~ '~, = 5 0  ps 

~k ... . . . . . . . . . . . . . . . . . . . . . . . . . .  
/ 

~;~ 320 /*' 

E / 
/ /  �9 

fi~ 31o / �9 

29O 1- t , , a i , , , I ~ I ~ I , , , I , , i 

0 20  40 60  80 Ill0 

Force constant K~ [kJ tool ~/~--~] 

Fig. 3. Temperature for all simulations using different parameter sets. All values are trajectory averages. 
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Fig. 4. 'Temperature '  defined as explained in the text for selected atom groups o f  CI-2, plotted versus their residue number. The upper panels show 
the temperature for the backbone atoms of  CI-2, applying a memory  decay time Zdr = 2 pS and force constants Kdr = 3, 30 and 100 kJ tool -~/k -2 (from 
left to right). The lower panels show the same, but for the side-chain atoms of  each residue. 

temperatures of the backbone atoms for each residue with 
force constants Kdr= 3, 30 and 100 kJ mol -l/k -2 and "Car = 
2 ps. The lower half shows the corresponding quantities 
for side-chain atoms. The differences are obvious; whereas 
the temperature of the backbone is hardly increased, the 
temperature of  the side-chain atoms varies as a function 
of residue up to three times more than for the backbone 
atoms. Furthermore, the heating depends on the value of 
Kdr. Clearly, the side-chain atoms are subject to artificial 
heating. 

Heating of the system is undesirable, but only occurs 
for particular combinations of values of the simulation 
parameters. What is more disturbing is the possibility that 
the worst effects of this heating may be masked by the 
temperature bath. All the simulations were performed 
using weak coupling to a temperature bath (Berendsen et 
al., 1984), where the temperature is calculated over the 
whole system and all velocities are scaled uniformly. This 
may well lead to a situation where part of the molecule is 
heated by the artificial forces, and the whole molecule is 
cooled by the temperature coupling mechanism. This 
means that what appears to be a system at equilibrium is 
actually a system in a steady state, with a constant heat 
flow away from the hot parts of the molecule. 

Conformational fluctuations 
The calculation of the rms positional fluctuations of 

the backbone atoms leads to three main results. First, 
using time-averaged restraints, the rms fluctuations are 
only slightly increased with larger force constants Kar 

(Fig. 5). In contrast, using instantaneous distance re- 
straints, the rms positional fluctuations are much smal- 
ler, regardless of the value of the force constant. Second, 
the value of 'cdr does not affect the positional fluctuation 
very much, as long as it is not too short. Plots of the rms 
positional fluctuations for three different "Cur values using 
the same Kdr value clearly demonstrate this result (Fig. 5). 
Whereas the atomic fluctuations in time-averaged re- 
strained MD simulations display comparable values, the 
restriction of the motion of the backbone atoms by the 
use of instantaneous restraints is very clear from Fig. 5. 
These results are not only representative for the other 
simulations using other Kdr and zdr values, but they are 
consistent with previous work (Torda et al., 1989,1990; 
Pearlman and Kollman, 1991; Nanzer et al., 1994; Pearl- 
man, 1994a). Third, the rms positional fluctuations of the 
backbone atoms are not well correlated with the numbers 
of NOEs to backbone atoms of the individual residues. It 
might be argued that the slightly increased rms fluctu- 
ation is due to a lack of experimental data in particular 
regions of the protein, but there is no evidence for this in 
the distribution of NOEs over the molecule (Ludvigsen et 
al., 1991a). Additionally, a correlation plot between the 
rms positional fluctuation and the number of NOEs per 
residue showed no correlation at all (data not shown). In 
fact, the distribution of the rms positional fluctuation for 
the backbone atoms can be related to specific secondary 
structures, such as the c~-helix, the two ~-sheets or the 
binding loop of CI-2, as previously reported (Nanzer et 
al., 1994). 
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Fig. 5. Rms positional fluctuation of a-carbons of  CI-2, averaged over the whole trajectory as a function of  residue number. Solid line: Xar = 50 
ps; dotted line: xa~=5 ps; and dashed line: za~=0 ps. Force constants are Kay=3 kJmol  -~ ,~-2 (left panel) and 100 kJmol -~ ,~ 2 (right panel). 

Effect on dynamics 
None of the results presented so far show much influ- 

ence from the exact value of Xd, as long as Zd~ is not too 
short. On looking at the behaviour of some structural 
properties, however, an effect can indeed be observed. 
Figure 6 shows the distance between an arbitrarily chosen 
pair of protons as a function of time and the different 

panels demonstrate the effect of  different values of 'l~dr. 
The effect on the size of the fluctuations is not surprising. 
With instantaneous restraints, atomic motion is restricted, 
but in every case where time-averaged restraints are used, 
the distance varies by up to about 5 ~.  The distinct time 
behaviour brought about by varying the value of % is 
more significant. Figure 6 suggests the presence of two 
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Fig. 6. Effect of zdr on dynamic behaviour. Each panel shows the distance between the amide hydrogen of Trp5 and the or-proton of Arg 62. The 
force constant for distance restraints was set to Kdr= 30 kJ mo l t  A-2 in each case. The decay constant for the memory function, xdr, was set to the 
following values: (A) 50 ps; (B) 20 ps; (C) 10 ps; (D) 5 ps; (E) 2 ps; and (F) 0 ps. The thin line corresponds to the experimental value r0=6.2 A. 
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major states which the system visits alternately. When 
xdr= 2 ps, the residence time in either state appears to be 
negligible. When Xdr = 5 ps, the behaviour appears almost 
periodic. Only for very long values of Zar, equal to 20 or 
50 ps, does the system appear to move in an irregular 
manner. This shows that, even when average quantities 
such as distance violations are not affected, time-averaged 
distance restraining drives the system in an artificial man- 
ner. Figure 6 shows that the longer xar, the longer the 
system can stay in one of its two low-energy states. This 
highlights the fact that xar should ideally be chosen longer 
than the periods of the natural motions of the system. 

Discussion and Conclusions 

The major aim of this series of MD simulations was to 
systematically investigate the role of  the two parameters 
that characterise time-averaged distance-restraining MD 
simulations. The force constant Kdr of the distance-re- 
straining function determines the sum of violations and 
the 'largest violation'. Furthermore, Kdr determines the 
total potential energy and its fluctuation in the simula- 
tions. Ideally, one desires a minimal total potential energy 
and minimal violations, but Figs. 1 and 2 show a clear 
trade-off between low distance violations and low poten- 
tial energy. The reason for this trade-off is that minima in 
the pseudo-energy terms and the physical force field will 
often not coincide, and forcing agreement with experi- 
mental data will push the system out of energetic minima. 

A peculiarity of the use of time-averaged restraints is 
that a larger force constant Kar can increase mobility. 
This is definitely not desirable and reflects the way the 
restraints can artificially drive the system. The corollary 
is that one should use the smallest force constant that 
leads to agreement with the experimental data and the 
longest averaging time Xdr, while still aiming to have a 
total simulation length at least an order of magnitude 
longer than Zdr to secure sufficient statistics. 

Given the problems and artefacts associated with time- 
dependent distance restraints, one may ask if they should 
be used at all. Disturbing the time course of  a simulation 
is not too severe a problem. The time scale of  any MD 
simulation is somewhat artificial and an in vacuo simula- 
tion even more so. The heating of a system, however, is 
potentially more of a problem and may well be obscured 
when using coupling to a temperature bath or velocity 
rescaling. Clearly, one should be careful in the choice of  
parameters and not expect sensible results from short 
simulations which imply the use of a short zdr. There is 
another assumption implicit in this kind of simulation 
approach. I f  the system is allowed to freely roam the 
energy surface, it should eventually, on average, satisfy 
the experimental information. This relies on infinitely 
long simulations and a perfect force field, Neither of these 
conditions are fulfilled in practice. 

Given these caveats, the main justifications for using 
time-averaged restraints may be that the artificial effects 
may not be too bad, that there is no other method for 
modelling the averaging implicit in N M R  data and that 
modelling using static structures yields a worse represen- 
tation of reality. 
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