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A penalty function is introduced into molecular dynamics simulations that improves on 
current methods for enforcing nuclear magnetic resonance-based distance restraints. Rather 
than treating nuclear Overhauser effects as static distance bounds, they are considered as 
quantities that must be satisfied on average over the course of a simulation trajectory. 

The efficacy of the method is demonstrated on the previously determined structure of 
tendamistat. The molecular dynamics simulations show that the time-averaged constraints 
increase the mobility allowed to molecules, produce better agreement with distance bounds, 
improve searching properties and give a better estimate of the conformational space 
occupied by the molecule in solution. 

1. Introduction measured NOES are still average values reflecting 

Historically, one of the strengths of nuclear mag- 
netic resonance (n.m.r.t) spectroscopy has been its 
ability to provide information about dynamic 
processes within molecules (Wuthrich, 1986). More 
recently, however, the use of n.m.r. as a tool for 
structure determination has brought about some 
change of emphasis. Instead of looking to see what 
motions are occurring in a molecule, current 
distance geometry and restrained molecular dyna- 
mics simulation techniques are all geared towards 
generating single structures that are consistent with 
all the experimental information. Given the known 
dynamic properties of molecules, we would suggest 
that this may not be a generally correct treatment. 

Tn the extreme case of a small molecule hopping 
between two distinct conformations, the approach is 
demonstrably inappropriate. For example, the small 
peptide antamanide appears to exist in four 
confortnations related by the flip of two peptide 
planes (Kessler et al., 1988). Nuclear Overhauser 
effect (NOE) measurements, however, reflect both 
conformations simultaneously. In  this case, 
attempting to satisfy all the experimental 
constraints simultaneously is equivalent to trying to 
generate some practically non-existent transition 
state. In  larger molecules, i t  may not be possible to 
identify such distinct conformational states, but 

t Abbreviations used: n.m.r., nuclear magnetic 
resonance; NOE, nuclear Overhauser effect; MD, 
molecular dynamics: r.m.s., root-mean-square. 

the whole region of configurational space visited by 
molecules on the n.m.r. time scale. 

The problem with current methods is that they 
use a simple penalty function that forces each single 
structure to agree with all the experimental data. 
A more physically realistic penalty function should 
allow for some averaging of the NOE through time. 
This inclusion of time leads naturally to the use of 
such a term in molecular dynamics (MD) 
simulations rather than a distance geometry 
method. 

Recently, we proposed such a term and demon- 
strated its application on a simple, artificial model 
system (Torda et al., 1989). Each particle was 
allotted a memory of its history with respect to 
distance constraint violations and was only required 
to satisfy the distance constraints over the course of 
a trajectory. Here, we apply the procedure to the 
realistic case of refining a large polypeptide using 
published n.m.r. data. These results are then 
contrasted with those obtained by a more 
conventional refinement. 

For assessing the use of these time-averaged 
distance constraints, we used the published distance 
geometry structures and data from tendamistat 
(Kline et al., 1988). This is a polypeptide of 74 
residues, M, 8000, and has been referred to as the 
most precisely determined solution structure of a 
protein (Wuthrich, 1989). This was a particularly 
interesting test case as the large volume of experi- 
mental data resulted in a family of very tightly 
clustered distance geometry structures with no 
evidence of conformational averaging. 
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2. Theory 

MD simulations are usually used for refining 
n.m.r.-based structures by the construction of an 
artificial energy term that raises the energy of the 
system as violations of the experimental data 
increase (van Gunsteren et al., 1984; Kaptein et al.! 
1985). In the case of the GROMOS force field (van 

Gunsteren & Berendsen, 1987) this term is quad- 
ratic with respect to violations of distance 
constraints, so: 

= +Kdc(r-To)‘, 
Vcl&) = 0 

i ’ 

if r > To, 
if r I r”, (1) 

where Vdc(r) is the potential due to the distance 
restraint term for a given pair of atoms, r is the 
instantaneous distance between the cross-relaxing 
nuclei and r” is the distance calculated from the 
measured NOE. A force constant, Kdc, is used to 
weight this term relative to the rest of the force 
field. In practice, restraints may also be repulsive 
and the force can be made constant beyond a 
defined cut-off (van Gunsteren et al., 1985). 

In our previous work, we replaced the instan- 
taneous distance r in equation (1) with a time- 
averaged distance, denoted 7, so that the distance 
restraint energy term became: 

VdWl 
i 

= !!jZ (f-r”)2, if F(t) > r”, 
(2) 

= 0, if T(t) I r”. 

It is then necessary to define ? so that it reflects the 
quantity measured in an experiment. The NOE is 
due to dipoiar interactions between nuclei, so its 
intensity is proportional to re6, and the averaging 
should reflect this. The timescale of a MD simula- 
tion, however, is short compared to the correlation 
time for molecular tumbling, so the influence of 
angular fluctuations should be ignored (Tropp, 
1980; Kessler et aE., 1988). The NOE should then be 
treated as a function of r- 3, so we define: 

r(t) = (:- ~~r(t’)~3dt’~1’3. (3) 

Equation (3) would be suitable for the definition of 
F(t) if simulations were of infinite length. It is also 
the correct way to calculate Y(t) when analysing 
trajectories. In practice, however, as the total time 
for a simulation increased, so would the time used 
for averaging T(t). This would result in 7(t) becoming 
progressively less sensitive to the instantaneous 
state of a molecule. To avoid this problem, a 
memory function can be built into equation (3) so 
that F(t) is calculated as a running average with 
recent history weighted most heavily. An 
exponential form for this weighting leads to: 

r(t) = 1 (S 
f 

7 0 
e-“i*[r(t-t’)]-3dt’ (4) 

where t is the characteristic time for the exponential 
decay. 

Although this form of the potential worked well 
for a simple system with Lennard-Jones particles, it 
led to a force with fourth-power terms with respect 
to ?(t)/r(t). This gave rise to occasional large forces 
in simulations of m$cromolecules. To avoid this 
problem, an alternative approach was used so that, 
the potential was not formally defined at all. 
Instead, only a force was constructed so that: 

&Ct) I 
= -KdclTij(t)-pI ?dt) 

rii(t) ’ 
if’ F(t) > i-O. (5) 

I = 0. if Y(t) < 1’. 

where ki(t) is the force on atom i due to atom .j and 
;ij = Gi--Gj. Integration of equation (5) with respect 
to the instantaneous distance would lead to some 
expression for the instantaneous potential energy, 
but the inherent time dependence of the term means 
that this loses its normal physical meaning. Effeec- 
tively, this is no longer a conservative force field 
and it would be inappropriate to t,reat it’ as such. 
For this reason, we do not refer to a rostmint 

energy. 
From equation (4), it c>an be seen that, at zero 

time, T(t) is undefined. In practice. this turns out t,o 
be an advanta 

f 
e. If F(t) is initially set to be slight,ly 

smaller than r , then no force will be applied at the 
start of a simulation. Tf the initial r(t) is act,ually 
smaller than ro5 then F(t) will remain smaller and no 
force will be applied at all. If, however, t*hr initial 
r(t) is larger t#han r”. then F(t) will rise and a f’orcbfl 
will gradually be applied. This procedure results in 
the artificial force being turned on its necessary 
during a simulabion and being turned on most 
rapidly for those distances most severely violating 
their restraints. 

3. Methods 
All simulations were carried out using software from 

the GROMOS suite of programs (van Gunsteren &: 
Berendsen, 1987). Distance restraints were imposed using 
either eqn (1) or (5). Dihedral angle restraints were 
enforced as described by de Vlieg et al. (1986). So. for eacsh 
restrained dihedral angle. a potential. CIdlr is defined: 

I.‘&D) = K,,,[l +ws (@-S)J. 171 

where K,,, is a force constant, controlling the relative 
weight of the term, Q, is the dihedral angle and 6 is a phastb 
angle. chosen so that li - 0 when Q, is at the valur 

d’r - chosen for the restraint. 
Simulations were carried out in Vacua with a csut-otl’ for 

non-bonded interactions of 8 A (1 A = 01 nm). Weak 
coupling to a temperature bath was used to maintain the 
temperature near 300 K for all simulations (Rerendsen rt 
al., 1984). The SHAKE algorithm was used to maintain 
all bond lengths and the integrator time step was 0001 ps 
(Ryckaert et al., 1977). As described in Theory. simula- 
tions with time-averaged distance restraints require the 
choice of an initial value for r(t). For all the runs using 
time-averaged distance rest,raints, r(O) was set, for rach 
distance restraint to be 02 -4 less than I-‘. Other para- 
meters were varied over t,he course of the simulations and 
are shown in Table I. 

Initial co-ordinates. distance restraint data and 
dihedral angle restraint, information for tendamistat, were 
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all obtained from W. Braun (ETH, Zurich), although the 
co-ordinates have now been deposited with the 
Brookhaven Protein Data Bank. The nomenclature for 
structures in this work follows that of the original publi- 
cation, so structure I refers to structure I of Table 7 of 
Kline et al. (1988). 

Distance restraint information was used as given in 
Table 6 of Kline et al. (1988). Restraints involving stereo- 
specific or pseudo atoms (Wiithrich et al., 1983) were 
referred to appropriate sites in terms of GROMOS atoms 
(van Gunsteren et al., 1985). The set of restraints was 
unchanged with the following exceptions. Firstly, the 
disulphide bridges were treated as covalent rather than 
distance restraints. Secondly, 34 restraints based on 17 
implied hydrogen bonds were not used. Kline et al. (1988) 
had assessed the likely location of hydrogen bonds on the 
basis of determined secondary structure and the presence 
of characteristic NOES. They then restrained appropriate 
O-H and N-0 distances so as to reproduce correct hydro- 
gen bond geometry. This is equivalent to adding a simple 
hydrogen-bonding term to the distance geometry calcula- 
tions and would be inappropriate for a MD simulation 
where the electrostatic and Lennard-Jones terms already 
reproduce the correct geometry (Hermans et al., 1984). 
The result of this culling of data was a set of 842 distance 
restraints. 

The dihedral angle information of Kline et al. (1988) 
was used after conversion to a form suitable for eqn (7). 
Values for the force constant Kdlr are given in Table 1, but 
an additional weighting was used for each restraint indivi- 
dually, to reflect the range that had been allowed in the 
original distance geometry calculations. This weighting 
was inversely proportional to the range allowed to the 
angle by Kline et al. (1988); so, for example, a range of 50” 
(strong restraint) corresponded to a weight of 1. A weaker 
dihedral restraint with a range of 100” was then given a 
weight of 65. 

4. Results 

(a) A’election of structures and the course of the 
molecular dynamics refinement 

In order to test the use of time-averaged distance 
restraints, it was decided to subject two of the nine 
distance geometry structures of Kline et al. (1988) to 
MD refinement. Before selection, all nine were first 
subjected to 300 steps of restrained steepest- 
descents energy minimization. The results of this 
are shown in Table 2. After minimization, the 
potential energies were all in a narrow range from 
-2834 to -3140 kJ mall’, so this was not used as 
a criterion for selection. The sum of violations, 
however, spanned the range 32.5 to 47.3 A. Two 
structures were then selected for more extensive 
refinement. Firstlg, structure III was selected, as it 
had the lowest sum of violations after energy 
minimization. Secondly, structure I was selected, 
since it was judged t’o be the best of the structures in 
the original work of Kline et al. (1988). No further 
use was made of the remaining seven structures. 

The two structures were then subjected to the 
simulation protocol outlined in Table 1. An initial 
2.5 picoseconds of MD was performed on each struc- 
ture without using time-averaged restraints. Then 
for both structures I and III, parallel simulations 
were performed with and without the use of time- 

Table 1 
Protocol for refinement of distance geometry 

structures 

Time KdE= zdc 
b K dir’ 

d 

(ps) (kJ mall’ Ae2) (ps) (kJ mall’) 24 

EMl’ 5 0 
O-2$ 5 0 70 001 
2.5-12.5 15 0 or 65 20 905 
12.5-325 25 0 or 1.25 IO 004 
EM2 r 25 10 

a K,, was the force constant used for distance restraints. 
b tds was the time constant for the memory function for 

distance restraints. Between 2.5 and 325 ps, parallel runs were 
performed with either time-averaged distance restraints or 
without (rdC = 0 ps). 

’ K,,, was the force constant used for dihedral angle restraints. 
For each restraint it was then multiplied by an individual 
weighting factor, described in Methods, so as to reflect the range 
allowed by Kline et al. (1988). 

d rr was the time constant for coupling to the temperature 
bath. 

e Three hundred steps steepest-descents energy minimization 

(EM). 
’ Pour hundred steps conjugate gradients energy minimization, 

averaged distance restraints. These runs consisted 
of a ten picosecond preparation simulation and then 
a final 20 picosecond simulation, which was used for 
analysis and assessment of the procedure. The 
second energy minimization (EM2) was performed 
only because comparisons of energies would other- 
wise have suffered from fluctuations in the kinetic 
and potential energy terms. Otherwise, structures 
that were the endpoints of trajectories were not 
analysed. Table 3 shows the potential energy after 
each stage of the refinement. 

In Table 4, we provide another measure of the 
progress of the refinement procedure. root-mean- 

Table 2 
Distance geometry structures before and after 

energy minimization 

Before EM After EM 

z z 
Energy violations Energy violations 

Structure’ (kJ mol-i) (4 (kJ mall’) (4 

I 548 16.1 - 2834 34.1 
I1 848 160 -3140 331 

III 704 167 -2931 32.5 
IV 584 18.7 - 3038 361 
v 976 21.1 - 3028 38.2 

VI 865 235 - 2946 41.5 
VII 1107 293 - 3095 41.4 

VIII 1556 242 - 2890 47.3 
IX 1148 21.4 -2876 45.3 

EM, energy minimization. 
a The numbering for structures corresponds to that of Kline et 

al. (1988). 
b 2: refers to the sum of violations of NOE bounds. Note that 

the sum is not identical with that of Table 7 of Kline et al. (1988), 
since disulphide bridge and implied hydrogen bonds were part of 
the force field and not included as distance restraints. 
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Energies of structures during refinement 
Table 3 Table 4 

C ‘omparison of initial and trajectory 
average structures 

Time 

(ps) 

Initial 
EM1 

2.5 
12.5 
325 
EM2 

Potential energy Potential energy 
(kJ mol-‘) (kJ mol..‘) 
structure I structure III 

MD MD MD MD 
without with without with 

averaging” averaging averaging averaging 

548 704 
-2834 -2931 
- 2080 - 2092 
- 2240 -2121 -2113 - 2098 
-2325 - 2368 -2111 - 2293 
- 3965 - 3642 - 3954 - 3543 

r.m.s. difference” (A) 
Structure I 

Without, With 
Structure averagingb averaging 

r.m.s. difference (A) 
Structure III 

Without With 
averaging averaging 

EMI 620 022 
MD’ 1.28 1.1 I I.20 169 

(average) 

a Without averaging refers to a conventional MD refinement, 
With averaging refers to the use of time-averaged NOES. 

a r.m.s. differences based on the c” atoms of residues 5 to 73 
and after fitting on the same subset of atoms. 

b Without averaging refers to a conventional MD refinement. 
With averaging refers to the use of time-averaged distance 
constraints. 

’ Average st,ruct,ure from 26 ps trajectory. 

square (r.m.s.) positional comparisons of the initial 
sbructures with those after the first energy minim- 
ization, and after refinement. We avoid the 
influence of dynamic fluctuations by using average 
structures from each 20 picosecond trajectory, 
rather t,han static end structures. Co-ordinates were 
fitted based on the C” atoms of residues 5 to 73, so as 
to allow comparison with Table 10 of Kline et al. 
(1988). The calculated values also reflect only the 
differences in this subset of atoms. As would be 
expected, the energy minimization produces only 
small shifts. although Table 2 shows that these 
alone were sufficient to bring about a large decrease 
in potential energy. Comparison of the initial and 
trajectory average structures, however, shows r.m.s. 
positional shifts between 1.1 and 1.3 A. These do not 
constitute large changes in structural terms, but it 
is surprising that they are of a size similar to the 
spread amongst the entire family of distance 
geometry structures proposed by Kline et al. (1988). 

equation (3); that is, the averaging was conducted 
over the length of the trajectory without the use of 
a memory function. While the memory function is 
necessary as a computational device because of the 
finite time of a simulation, it is the average over the 
whole simulation that should reproduce the 
measured data. Table 5 shows the sum of violations 
and largest single violation in the analysis t)rajerb- 

tories for the two structures, run with and wit,hout 
time averaging of NOES. 

The size of the largest single violation is a 

necessary test of the quality of a struct’ure, since 
any one big violation would result in local stress in a 
molecule. Tn the case of the tendamistat trajech-- 
tories, with or without time-averaged NOES, there 
are no violations larger than 0.7 A. This result is in 
agreement with Table 7 of Kline et al. (1988) and 
suggests that~ no major disruption occurs in either of 

the structures when they are put into a MD force 
field. 

The simulation protocol was chosen so as to 
provide a thorough refinement with a reasonable 
computational expense. The first, 2.5 picoseconds 
were used to relax the molecules in the GROMOS 
force field. On the basis of the potential energies, 
most of the strain within the molecule is removed 
during this period and only a small improvement is 
achieved over the next 30 picoseconds. The period 
from 2.5 to 12.5 picoseconds served to set’ the system 
up for the analysis trajectories by ensuring that the 
molecules were adapted to the raised force constant 
for restraints and were also relaxed around the 
restrained dihedral angles. This was to allow t’he use 
of a small force constant’ for dihedral angle 
restraints in the final simulations. By the last 20 
picoseconds of simulation, there was little strain in 
the molecule due to either the physical or artificial 
t,erms in the force field. 

Considering the largest single violations shows 
that, no trajectory produces unsatisfactory struc- 
tures, but the sum of violations in Table 5 shows a 
more pronounced effect, from the application of 
time-averaged NOES. For structure T. the sum of 
violations is 3 1 ?I / 0 smaller when the distance 

Distance restraint 
Table 5 

violations over 20 picosecond 
trajectories 

C violation” (A) Largest violation b (A) 

MD MD MD MD 
without with without with 

Structure averaging averaging averaging averaging 

(b) Agreement with experimental data 

For analysing the agreement of trajectories with 
experimental data, i’(t) was calculated according to 

I 206 142 0.69 066 
III l&9 151 0.60 0.66 

* LX, the sum of violations is an average calculated over the 
20 ps trajectory using eqn (4). 

b The largest single average violation over the 20 ps trajectory. 
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restraints are enforced as a time average. For struc- 
ture III, this figure is 20%. Trial runs with 
tendamistat and simulations on smaller peptides 
have shown that trajectories using the time-average 
NOES typically have violations 60 to 80% of those 
refined by conventional means (our unpublished 
results). This in itself should be considered to be a 
substantial benefit from the technique. 

Although Table 2 contains results from the initial 
static structures, these can be cautiously compared 
with the trajectory averages in Table 5 in order to 
view the effect of the MD refinement. When time- 
averaged distance restraints were used, the original 
violations were reduced from 16.1 to 14.2 A and 167 
to 15.1 A. Without using time-averaged NOES, the 
violations actually increased (although accom- 
panied by a massive decrease in potential energy). 
This largely reflects the parameters used in the 
refinement’ protocol. The relatively small force 
constant for the artificial distance restraint term, 
K,, = 25 kJ mall’ A-* (less than 6 kcal mall’ A-*; 
1 cal = 4.184 J) was chosen so as to produce only a 
small disturbance of the physical terms in the force 
field. Violations in all trajectories could have been 
made to appear smaller by using a larger value for 
L ’ but this would have been at the expense of 
higher potential energies. These results then show 
another major advantage to the use of time- 
averaged constraints. Structures can be refined and 
experimental data reproduced using much smaller 
artificial forces. 

Distance restraints provided the bulk of the 
structural information on tendamistat, but the 
experimental dataset also provided restraints on 
dihedral angles. Although no averaging was used in 
the artificial dihedral restraint term, the four trajec- 
tories were checked to ensure that, on average, they 
agreed with the ranges set by Kline et al. (1988). 
Considering all of the runs, the largest single viola- 
tion occurred in the trajectory of structure I 
without time-averaged constraints. The d, angle of 
Ser63 averaged 15” ( f 22”, 1 standard deviation), 
whereas the allowed range was - 90” to -440. 
There was no other dihedral that was, on average, 
more than 11” out of its allowed range. Considering 
the accuracy of such restraints (Pardi et aE., 1984), 
this constitutes satisfactory agreement. 

(c) Mobility of structures 

Usually, after generating a family of distance 
geometry structures or even static endpoints from 
MD simulations, r.m.s. differences are calculated 
between the conformations to provide some measure 
of the size of conformational space that they span. 
Because we are examining trajectories, we can 
calculate the space spanned, over the simulation, for 
individual structures. Positional r.m.s. fluctuations 
for a-carbons of each residue were calculated for 
each trajectory and the results are shown in 
Figure 1. 

The difference between simulations with and 
without time averaged NOES is quite striking. 

01 “““““““1 

II fi 0 0 1s 1’ 11 ’ “1 1 
0 IO 20 30 40 50 60 70 

Residue number 

Figure 1. r.m.s. positional fluctuations of a-carbons in 
tendamistat over 20 ps trajectories. Continuous lines are 
from runs using time-averaged NOES, broken lines from 
runs using conventional MD refinement. I and III refer to 
the structure names as given in text. 

When the time-averaged force is used, fluctuations 
are consistently larger, and often double those in the 
more conventional refinement simulations. Again, 
the small value for K,, should be noted. The differ- 
ence between the trajectories would have appeared 
even greater if a larger force constant were used and 
the mobility of the conventionally refined structures 
further reduced. 

The plots also show that the two structures retain 
their identities, despite the relatively long simula- 
tion times. That is, there is no plot of fluctuations 
characteristic of this molecule and this dataset. 
Instead, the plot for structure I without averaging 
of NOES is closest to that of structure I with aver- 
aging and similarly for structure III. This means 
that on the short timescale of the simulations, the 
molecules are distinct and, for example, structure I 
does not spontaneously transform itself into struc- 
ture III. This fact is also reflected by pairwise 
comparisons of r.m.s. positional differences within 
the set of four trajectory average structures, shown 
in Table 6. Although each of the four structures is 
centred about different averages, the structure I 
averages are closer to each other than to those for 
the other structure, and similarly for structure III. 
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Table 6 
r.m.s. differences between trajectory average structures 

I III 

r.m.s. (A) r.m.5. (A) r.m.8. (A) r.m.8. (A) 
without with without with 

averaging averaging averaging averaging 

I Without averaging 0.62 078 092 
With averaging 1.99 0.86 086 

III Without averaging 2.89 2.80 0.45 
With averaging 2s3 269 O+# 

Each of the structures for comparison is an average over a 20 ps trajectory. Calculations were performed 
after fitting on the C” atoms from residues 5 to 73. Values up and right of the diagonal are the r.m.s. 
differences from this subset of atoms. Values below and left of the diagonal are calculated based on all 
atoms. 

It is also of interest to compare the plots of Figure 
1 here with Figure 5 of Kline et al. (1988), where 
residual violations were plotted as a function of 
residue number. There is little obvious correlation 
between the two measures, except for the large peak 
in both mobility (Fig. 1 here) and violations (Fig. 5 
of Kline et al., 1988) near residues 62 and 63. 
Possibly this is an example where, indeed, the NOES 
are reflecting some movement between con- 
formations in solution. 

8 (a) 

6 

z 
x4 
2. 
4 

2 

A last indication of the relative mobilities is 
provided by counting the number of dihedral transi- 
tions that occur over the 20 picosecond trajectories. 
Here, a dihedral transition is defined as follows: 
after going through the minimum of a well of the 
dihedral angle potential, a transition is considered 
to have occurred when the value of the angle crosses 
the minimum of an adjacent well of the dihedral 
term in the potential. Simply totalling the number 
of transitions is a primitive, but, in this case, 
dramatic indication of mobility. In structure 1, 
there were 795 dihedral transitions over the 20 
picoseconds when no averaging was applied to 
distance restraints. In contrast, there were 1951 
transitions when averaging was used. The corre- 
sponding figures for structure III were 592 
and 1768. 

6/(b) 

6 

8 
(c) 

6- 

5. Discussion 
3 I 1 

(a) Effects of mobility on residual violations 

From Results, sections (b) and (c), above, it can 
be seen that the use of time-averaged NOES has 
several major benefits. Firstly, the size of residual 
violations is decreased. Secondly, smaller force 
constants can be used for the artificial terms in the 
force field. Thirdly, the fluctuations of structures 
are less hindered by the artificial forces that are 
used. Obviously, these effects are closely connected. 
This is best shown by considering some examples 
from the trajectories. 

‘~2~ 
0 5 IO 15 20 

Time (ps) 

Figure 2 shows the distance between stereo- 
specifically assigned methyl groups from Va135 and 
Leu70. In the ton nanel. the distance is ulotted as a 

Figure 2. Interatomic distances as a function of timr 
during 20 ps trajectories of structure I. All plots show t,he 
distance from the CGZ methyl group of Va135 to the CD1 
methyl group of Leu70. The broken lines indicate the 
$0 A distance constraint. (a) Distance, r(t), in the simula- 
tion with distance restraints enforced as static bounds. 
(b) r(t) in the simulation with time-averaged distance 
restraints. (c) F(t) from the same simulation as (1)). 

1 
calculated with the memory function according to eqn (4) 
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function of time during the simulation of structure I 
when no averaging was used for the calculation of 
the distance restraint force. The NOE restraint. of 
5 A was, on average, violated by 0.6 A over this run. 
Because of this violation, a relatively constant force 
was applied throughout the trajectory. preventing 
the methyl groups from moving apart significantly. 
The centre panel shows the same distance from the 
same structure, but from the simulation when time- 
averaged restraints were used. In this trajectory, 
the NOE restraint was, on average, satisfied by 
@I A. From the plot, it can be seen that the methyl 
groups are at times more than 7 A apart and that 
the NOE bound is violated for many picoseconds at 
a time. This is a very desirable result, since. by 
averaging over the traject’ory, the experimental 
data are well reproduced. It is also interesting to see 
that the protons are able to spend some time as 
close as 4 A to each other. This probably reflects the 
transient violation of some other NOE in the 
molecule, allowing this one to be satisfied. 

tional terms. A distance between points far apart in 

the sequence will inevitably reflect many different 
internal motions and the interplay of many NOE 
restraints. A different situation can be seen by 
considering distances between sites on residues 
closer in the polypeptide sequence. The top panels 
of Figure 3 show the fluctuations in distance from a 
pseudo a,tom on Tyrl5, centred between the 6 
hydrogen atoms, to the P-methine proton from 
Thr13. The bottom panels show the distance from 
the same site on Tyrl5 to a stereospecifically 
assigned P-methylene proton on Ser17. Bot.h 
distances were restrained by NOES of 6.5 .A. 

The result can be further explained by consider- 
ing the value of r(t) calculated with the memory 
function according to equation (4) as shown in 
Figure 2(c). This is the value t’hat actually deter- 
mines the size of the artificial force applied (eqn (5)). 
Despite the instantaneous fluctuations in the 
distance, the running average shows a relatively flat 
shape, as one would want. The force should not be 
applied so as to prevent small or transient violations 
of the NOE. The bottom panel also highlights the 
importance of the ree3 averaging employed. 
Although the distance between the methyl groups is 
often quite large, they only have to spend a rela- 
tively short time close to each other to reduce the 
size of the average distance and thus reduce the 
applied force. 

Without the use of time-averaged restraints (left,- 
hand plots), the NOES were violated by 02 and 
0.4 A. Because of these violations, the tyrosine ring 
would have been continually pulled towards the 
side-chains of both Thr13 and Serl7. On average. it 
cannot come close enough to either residue to satisfy 
the NOES. In contrast, the centre plots show the 
same distances from the trajectory with t)ime- 
averaged distance restraints. The dist,ances show a 
remarkable oscillatory behaviour with a period close 
to five picoseconds. The physical nature of the 
motions can be seen in Figure 4. The aromatic ring 
of Tyr15 actually moves between positions where it 
alternately satisfies the NOES to residues 13 and 17. 
The diagram can be contrasted with Figure 7 from 
Kline et al. (1988) and Figure 5(c) from Billet,er et n6. 
(1989) where the ring adopted a nearly identical 
conformation in all distance geometry structures. 
Furthermore, it, had appeared that this residue 
adopted different conformations in solution and 
X-ray crystallographic structures. Tt might be more 
correct to state that the conformational space of the 
n.m.r. structure includes that of t,he X-ray 
structure. 

The distance plot of Figure 2(b) shows large fhn- These results do not tnean that, in solution. t’he 
tuations that are hard to interpret in conforma- ring regularly moves with a period of five pico- 

B 

Figure 4. Mobility of Tyrl5 in structure I over a 20 ps trajectory in stereo. The peptide segment from residues 13 to 17 
is shown from (A) 9 ps into trajectory. (B) Distance geometry starting structure. (C) 162 ps into trajectory. Both MI) 
structures were least squares fitted to (B) on the basis of all backbone heavy atoms. 
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seconds. The timescale of a simulation in vacua is 
much faster than solution behaviour and the time- 
scale of these motions is influenced by the time 
constant, z, for the decay of the distance restraint 
memory function in equation (4). The simulations 
also neglect the stochastic influence of the solvent. 
The results do, however, suggest that on the basis of 
the n.m.r. data, the tyrosine ring spends some time 
close t(o the serine and some time close to the 
threonine. Whether these represent different 
conformations is a matter of arbitrary definition. 
Certainly, they are two distinct positions, but they 
are separated by energetic barriers that are readily 
surmounted both in the simulation (shown in the 
plots) and in solution (since the NOE data produced 
only 1 set of peaks). This oscillatory behaviour was 
seen for the equivalent data from the simulation of 
structure III (data not shown). 

Before assuming the existence of conformational 
averaging involving Tyr15, it is necessary to check 
if it is consistent with all the available experimental 
information. Firstly, Thr13, Tyr15 and Serl7 are all 
surface residues that one would expect to be mobile. 
It was therefore surprising that they appeared to 
adopt such a well-defined conformation in the 
distance geometry structures (Kline et al., 1988). 
This would occur if there was either a single well- 
defined conformation or conformational averaging 
gave rise to many NOES. 

Next, one can examine the plots of residual viola- 
tions in the distance geometry structures (Fig. 5 of 
Kline et al., 1988). Every distance geometry struc- 
ture shows a small peak in violations at this residue, 
as would be expected if the NOES did not result 
from a single structure fixed in time. Of course, this 
peak in violations could simply reflect the large 
number (26) of NOES involving Tyr15. 

Lastly, one should consider the comparison of the 
X-ray and solution structures for tendamistat 
(Billeter et al., 1989). In the X-ray structure, no 
electron density was observed for the side-chain of 
this residue. This is exactly what one would expect 
for a site undergoing rapid motions. 

The possibility of motional averaging, suggested 
here, is actually in agreement with the conclusions 
of Billeter et al. (1989). They stated that multiple 
local conformations separated by a sizeable energy 
barrier could be excluded. Indeed, it seems to be the 
case that there are multiple conformations in fast 
exchange, separated by only small energetic 
barriers. These then give rise to many NOES and 
single averaged peaks in the n.m.r. spectrum, and 
vanishing electron density in the X-ray 
crystallographic maps. 

The right-hand panels of Figure 3 again show the 
value of F(t), calculated with the memory function, 
over the course of the trajectory when time- 
averaged constraints were used. As would be 
ex 
r-y 

ected, the plots show the importance of using 
averaging when calculating forces. Although the 

instantaneous distances often violate the restraints 
by 3 to 5 A, the averaged distance never reaches 
these peaks. The periods when the instantaneous 

;;: / -\ 5 ’ _--- .__- --L 
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Figure 5. Convergence of average distances over trajec- 
tory of structure I with time-averaged distance restraints. 
Both lines show r(t), calculated without the use of a 
memory function according to eqn (3). The continuous 
line is calculated from the distance between TyrlB to 
Thrl3 sites corresponding to the centre top panel of 
Fig. 3. The broken line corresponds to the Tyrl5 to Serl7 
distance shown in the centre bottom panel of Fig. 3. 

distances are well satisfied bring the average down 
very rapidly. This also gives rise to the asym- 
metrical or sawtooth appearance of the oscillations 
of r(t). 

The plots also show the effect of one of the other 
parameters of the simulation, the initial value for 
F(t). As discussed in Theory, this parameter must be 
assigned some initial value. In these simulations, it 
was always @2 A less than the size of the distance 
restraint. So, the top centre panel of Figure 3 shows 
that at the start of the simulation, the particular 
NOE was violated by more than 5 8. The corre- 
sponding plot on the right-hand side shows that,, 
initially, F(t) was 02 a less than the restraint, so at 
the start of the simulation, no force was applied. 
Over the next two picoseconds, however, F(t) began 
to catch up with the instantaneous distance, so the 
artificial force was gradually turned on. For this 
particular NOE, this was appropriate behaviour, 
since, at the start of the simulation, even without 
the use of an artificial force, the restrained distance 
was beginning to decrease. From the plots, one can 
also see the time lag of T(t) with respect to the 
instantaneous r. This is what gives rise to the 
method’s ability to tolerate short transient viola- 
tions of NOE restraints. As shown in Figure 2(c), an 
interproton distance may well rise and fall before 
the average distance has risen and turned on the 
artificial force. 

(b) Technical poinh 

When one is setting up a simulation with time- 
averaged NOES, values for several parameters must 
be chosen. Firstly, z, the time constant for the decay 
of the memory function used in distance averaging, 
should be long enough so as not to hinder motions in 
the system. In the limiting case of z = 0, there is no 
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averaging of NOES and mobility is very restricted. 
For this work, the value oft = 1.25 picoseconds was 
chosen after test runs with both tendamistat and 
small peptides (our unpublished results). 

A very important effect of z is less obvious. It 
directly affects the rate of motions in the simulation 
and thus the length of simulation necessary to 
observe proper averaging. This is explained by 
Figure 5. The plots show the average r(t) calculated 
up to each point in the trajectory according to 
equabion (3), without the use of a memory function. 
It is this average that must ultimately satisfy t,he 
distance constraints. The particular distances 
plotted correspond to those in t’he cent’re panels of 
Figure 3. At the start of the simulation, this average 
follows the instantaneous distances, but it becomes 
less sensitive as the averaging is cbonducted over a 
longer time. Even after 20 picoseconds, it has not 
completelv converged. As a, compromise wit,h 
computational expense, it) seems that a simulation 
should be at about, an order of magnitude longer 
than the value for z. This value is also what was 
found in our previous work wit,h time-averaged 
constraints (see Fig. 3 of Torda rt al., 1989). 

A much more subt’le phenomenon is also occur- 
ring in the simulations. The artificial force described 
by equation (5) at time t is a function not, only of the 
configuration at, time t but also of the previous 
configurations. This means that t,he force is not 
conservative. Such a, force will act like a stochastic 
force in that it causes a heating of the system (van 
Gunsteren et aZ., 1981). This phenomenon. although 
small, could be seen in the simulations discussed 
here. Without, time-averaged distance constrainm. 
bot,h st)ructures I and ITT ran at an average 
temperature of 299 K, with fluctuations of 7 and 
8 K, respectively (1 standard deviation). With time- 
averaged distance constraints, the systems ran at 
temperatures of 307( &8) and 306( t-8) K. Con- 
tinuing the analogy with stochastic dynamics. it’ 
may prove feasible to replace the current overall 
temperature coupling (Berendsen et al., 1984) with 
an individual atom coupling through the Langevin 
equation (van Gunsteren & Berendsen. 1988) where 
atomic friction coefficients are replaced by a factor 
related to the artificial restraint force. We are 
currently investigating this possibility. 

The heating of structures has an unusual property 
in that it, depends on the number of NOE bounds 
affecting an atom and the extent to which the 
structure satisfies the bounds. This results in an 
uneven temperature throughout the molecule. This 
can be seen by considering the kinetic energy of 
each atom, averaged over every time step in the 20 
picosecond trajectories, plotted in Figure 6. The 
atomic sequence number used in the plots is an 

arbitrary scheme, but does follow the numbering of 
residues. The top plots, from the conventional refi- 
nement, show a fairly even distribution of tempera- 
ture. If  the simulations were of infinite length, the 
plots would be flat lines. The bottom plots show the 
kinetic energy of each atom during the trajectories 
with time-averaged distance bounds. Firstly, the 

variation in kinetic energies is much larger, and. 
secondly, the general shape of the curve shows t,he 
regions of the protein undergoing the most heating. 
The peaks in the plots near atom 127 reflect the 
motions of Tyrl5, discussed in sect)ion (a), above. 
The peaks near atom 549 are from the side-chain of 
Ile61, another residue that showed large motions in 

attempting to satisfy the experimental data. One 
can also see tha.t. because the temperature coupling 
is based on t,he overall temperature, cer&in parts of 
the molecule stay relatively cold in order t,o tnain- 
tain the average. This explains the generally cool 
region near the N t,erminus (low atom sequence 
numbers) where there were relatively few NOES. In 
structural terms, these fluctuations are not a prob- 
lem and only reflect’ t)he rapid motions of a few 
atoms, usually at t,he ends of side-chains, driven t,o 
satisfy NOE bounds. 

This uneven distribution of heating also awounts 

for the results in Table 3, which showed slight,]! 
higher potent,ial energies for structures genera.ted 
using time-averaged distance constraints. The warm 
parts of the molecule. on average, spend more time 
in high-energy parts of conformational space. When 
the structures are energy minimized and brought to 
their nearest) local rnergetir minima, the wa,rm 
regions move, on average, t,o correspondingly higher 
energy c*onformations. Lower energy xt,atfic+ 
conformat,ions can certainly be achhieved by a 

gradual cooling of t#he system, rat,her t,han the rapid 
quenching of an energy minimization step. 

(c) Implications of tiwbe-averaged 

distance constmints 

It, has been previously stated that solut,ion st,ru(* 
tures based on n.m.r. dat’a represent some kind of 
average over various dynamic processes (Wiithrich. 
1989). To a large extent’, this is the justification for 
using only upper-bound distance const,raints and 
the addition of correction factors to account for 
motional averaging (Braun et al., 1981). At the same 
time, the nature of this average is not simple. Struc- 
tures do not distribute themselves in a. simple 
geometric manner about, symmetrical energetic+ 
minima. Instead, conformations are distribut,ed 
according to a Boltzmann distribution over a very 
uneven and intricate energetic surface. Perhaps this 
is made clearest not by t$he example of the oscilla- 
tions of Tyrl5 (Fig. 3), but instead by the appar- 
ently random fluctuations in distance shown by the 
distance plots of Figure 2. That, plot, does not reflect 
movement’ between a number of identifiable 
conformations, but rather reflects numerous transi- 
tions between states accessible t,o t,he system at the 

temperature of the simulation. 
Similarly. measured quantities such as the NOE 

or J-coupling constants are not linear with respect 
to Cartesian or even dihedral coordinates and t’his 
must be accounted for when generating structures 
or trajectories to explain the data, (,Jardetzky, 
1980). The physical nature of average structures 
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may also be unsatisfactory. If a molecule is shifting 
between two or more low energy conformations, the 
average or mid-point conformation may actually be 
a high-energy structure. It will only be the 
minimum with respect to a penalty function 
enforcing static distance bounds. With these 
considerations, it would appear that only methods 
such as molecular dynamics simulations or Monte 
Carlo techniques can achieve the ensemble aver- 
aging necessary to reflect the physical properties of 
the molecules and experimental measurements. 

The use of time-averaged distance constraints has 
implications also for the accuracy of published 
structures and the methods used to estimate this 
accuracy. Certainly, tendamistat is one of, if not the 
most, precisely determined solution structure so far 
published, but it is not clear how its degree of 
determination should be estimated. In this work, we 
have not stressed the r.m.s. differences between 
structures I and III, since our emphasis is on the 
conformational space spanned by a molecule 
through time. The backbone fluctuations in this 
work in one structure (Fig. I), however, are actually 
comparable to the r.m.s. deviations shown by the 
original distance geometry structures from their 
mean (Fig. 10 of Kline et al., 1988). 

The quantity of experimental constraints for 
tendamistat also highlights an interesting propert’y 
of the procedure described here. It is actually the 

comprehensive nature of the tendamistat dataset 
that makes some of the internal motions become 
clear. Using the example of the apparently mobile 
Tyr15 side-chain, it can be seen that, if this 
residue’s NOES to either residue 13 or 17 were not 
observed, then the motion of the side-chain prob- 
ably would not have been detected. If one of the 
NOES was missing, the aromatic ring would have 
simply been pulled towards the other residue. If 
neither NOE had been detected, the ring would 
have simply wobbled around its lowest energy posi- 
tion with respect to the force field and any other 
NOES. A case such as this, where extra NOES lead 
to extra observed motions, further complicates any 

attempt to arrive at an acceptable method for 
estimating the precision of structural 
determination. 

The last implication for structural determination 
concerns the possibility of experimental errors. 
Currently, it is presumed that there are some checks 
on the internal consistency of experimental data. If 
a dataset is sufficiently complete, then, hopefully, 
an incorrectly assigned NOE should manifest itself 
by being violated or causing violations of neigh- 
bouring NOES. With the use of time-averaged 
NOES, one could, conceivably, have an error in the 
dataset and interpret it as evidence of conforma- 
tional averaging. Obviously, one is much more 
reliant upon the quality of raw data. In practice, 
this should not prove to be much of a problem. 
A distance geometry step is still necessary to 
generate starting structures and the presence of 
residual violations should serve at least to identify 
regions that require further investigation. 

(d) Future applications of time-avernyed 

distance restraints 

As mentioned in Introduction, results from small 
peptides originally prompted consideration of t,he 
possible effects of conformational averaging in 
structure determination (Kessler ef al., 1988; 
Pepermans et al.. 1988). Motional averaging, 
however, is not unique to small peptides, it, is just 
easier to detect there. One must then consider the 
use of time-averaged NOES for protein structure 
determinations in general. There is already evidence 
that other structures in the literature would benefit 
from the method. For example, in the recent publi- 
cation of the struct’ure of desulphatohirudin, it was 
stated that some NOISY cross-peaks might be due 
to transient near approach of proton pairs asso- 
ciated with flexible parts of t,he molecule 
(Haruyama & Wiithrich. 1989). 

More generallv, one must, remember that, on the 
basis of the oriiinal tendamistat structures, it was 
considered that there was no evidence for conforma- 
tional averaging. By the nat,ure of the method, 
however, all structures will display additional 
motions if distance constraints are enforced as aver- 
ages through time. These additional motions may be 
especially important if protein structure is not an 
end in itself. If. for example, a structure is t,o be 
used as the basis for designing other molecules, it is 
essential not mere],? to know about its geomet’ric 
average conformatlon but also to know iikel,v 
conformations it may adopt in solution. 

Another reason for using time-averaged dist,ance 
constraints is the improvement in conformatSional 
searching properties. This is shown, in t,hese results, 
by the size of the r.m.s. positional fluctuations. 
Temporarily relaxing the distance rest,raint penalty 
function greatly increases t$he region of space that’ 

the molecule is able t’o enter. Another way to view 
this is by comparison with other minimization tech- 
niques. Methods such as molecular dynamics 
simulations or simulated annealing (Kirkpatrick it 
al.: 1983) are effective because they can take steps 
that are unfavourable with respect to the penalty 
function. The time-averaged distance restraint 
method modifies the distance restraint term so that’ 
transient increases are not penalized. In the parti- 
cular case of tendamistat. the distance geomet,ry 
structures were so thoroughly refined that’ no 
obvious benefit could be seen in this regard. in thr 
future, we intend t’o examine the method’s 
searching properties on less thoroughly refined 
structures. 

Two other aspects of this method make it at,trac- 
tive for future structural determinations. Firstly, 
the artificial force is applied less often and for 
shorter periods than in a conventional refinement. 
This reduces the disturbance to the force field. 
Secondly, the extra mobility and ability t’o tempor- 
arily violate some NOES mean that it is easier to 

satisfy other NOES. One can then use smaller force 
constants for the artificial terms in t,he force field, 
further reducing the disturbance t,o trajectories. 
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Despite the advantages, there are also limitations 
to what can be achieved using time-dependent 
distance constraints. Most notably, a set of NOES 
may result from multiple conformations rapidly 
exchanging on the n.m.r. timescale. The barriers 
between these conformations may, however, be 
large enough to be insurmountable on the much 
shorter picosecond timescale of a MD simulation. In 
this case, time-averaged NOES will still not allow 
one to see all possible conformations. Another dis- 
advantage with the procedure is that one must 
simulate for long enough to sample conformational 
space reasonably and achieve convergence of the 
average distances. This may be computationally 
expensive. 

In conclusion, we have presented a penalty func- 
tion for incorporation into molecular dynamics 
simulations that improves the method’s ability to 
model and reproduce experimental distance 
constraints. The method reduces disturbance to the 
normal force field and improves searching proper- 
ties. Although it was originally designed to address 
problems in the refinement of small peptides, it is 
equally important for the refinement of large mol- 
ecules. In the future, we intend to apply similar 
procedures to dihedral angle constraints and further 
refine the determination of protein structures and 
the assessment of the conformational space that 
they occupy in solution. 
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